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PyArabic

* Is an Arabic text processing library that provides capabilities
for Arabic character and token manipulation, including
normalization, segmentation, and more. It’s particularly
useful for preprocessing steps.

* Installation: pip install pyarabic
* Project Description
* Package Documentation



https://pypi.org/project/PyArabic/
https://pyarabic.readthedocs.io/ar/latest/

Camel Tools

* |s a suite of Arabic natural language processing tools
specifically designed for Arabic. It includes utilities for
preprocessing, morphological analysis, POS tagging, named
entity recognition, sentiment analysis, and more.

* Installation: pip install camel-tools
* Online documentation
* The Guided Tour



https://camel-tools.readthedocs.io/en/stable/
https://colab.research.google.com/drive/1Y3qCbD6Gw1KEw-lixQx1rI6WlyWnrnDS?usp=sharing
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AraBERT

* AraBERT is a pre-trained language model specifically
designed for Arabic.

* [t is part of the BERT (Bidirectional Encoder Representations
from Transformers) family of models, which are based on the
Transformer architecture and are widely used for natural
language processing tasks.

* AraBERT has been trained on a large corpus of Arabic text,
making it well-suited for a variety of Arabic NLP tasks.



Key Features of AraBERT

* Pre-trained on Arabic Text: AraBERT is trained on a large dataset
of Arabic text, which includes diverse sources such as Wikipedia,
news articles, and other web texts. This makes it particularly
effective for understanding and generating Arabic language.

* Transformer Architecture: Like BERT, AraBERT uses the
Transformer architecture, which allows it to consider the context
of words in a sentence more effectively than traditional models.

e State-of-the-Art Performance: AraBERT achieves state-of-the-art
performance on several Arabic NLP benchmarks and tasks.



Variants

Model

AraBERTvO0.2-base
AraBERTvO.2-large
AraBERTv2-base
AraBERTv2-large

AraBERTv0.1-base

AraBERTv1-base

HuggingFace Model
Name

bert-base-arabertv02

bert-large-arabertv02

bert-base-arabertv2

bert-large-arabertv2

bert-base-arabertv01l

bert-base-arabert

i DataSet
e Pre- (Sentences/Size/n
(MB/Params) Segmentation Words)
543MB / 136M No 200M / 77GB /
8.6B
1.38G 371M No 200M / 77GB /
8.6B
543MB 136M Yes 200M /77GB /
8.6B
1.38G 371M Yes 200M / 77GB /
8.6B
543MB 136M No 77M / 23GB / 2.7B
543MB 136M Yes 77M/ 23GB / 2.7B
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https://huggingface.co/aubmindlab/bert-base-arabertv02
https://huggingface.co/aubmindlab/bert-large-arabertv02
https://huggingface.co/aubmindlab/bert-base-arabertv2
https://huggingface.co/aubmindlab/bert-large-arabertv2
https://huggingface.co/aubmindlab/bert-base-arabertv01
https://huggingface.co/aubmindlab/bert-base-arabert

Applications of AraBERT

* Sentiment Analysis: Understanding the sentiment of Arabic
texts such as tweets, reviews, and comments.

* Named Entity Recognition: Identifying and classifying named
entities in Arabic texts.

* Text Classification: Classifying Arabic texts into predefined
categories.

* Question Answering: Building question-answering systems
that can understand and answer questions posed in Arabic.



AraBERT Documentation

* https://github.com/aub-mind/arabert
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https://github.com/aub-mind/arabert

Exercise

* Using Hugging Face Transformers library, find an mT5 model that can accurately
summarize Arabic paragraphs, e.g.:

LA AN

arabilc text =

Ol sgadl oYl d55,yY | el 3 dwadg ]l LS adads |

Lwlbin gloygald! LS W8y ¢ pae sl b o] H}JM_XI

G5 e (o o..uLuH Ldb Jyls du> ¢ bdy s 4_;_;_103 da>g Jg iS5

oI Ll el ul_)Jl_u g Lo Licaldl (oo (jomaiBeo g 3_5_3.3_)3!1 O lzolx ]l
9 T Ldhll gy Liod olisluwog 4ol &) i Loyro abadas

Wy lzog ¢ dddixadl b Lox ! %,>|5_3 Lo Jo iSO oliugdhi ] yalxo
L Jlzd 42 Ol gl g .M_L_g_ojgﬁ_xm O o lxo g cdoe ! 1 o LS ]
By @8¢5 dry l_1g__>l_>_>| e | a3 ) N Slrolxdl oo J U505 40 gdw
O g ) IS IY | g U_}_;_als\a<ﬂ U_x_wvu._FU| WQ%JBH g9 Lgale
x| PL&Jl I da 4_»_3_3)3!! dxolx ]l 8 diadady cduiby daga>g i dix g
cul_>)_€~a_§| s o] dolelo wirw l_>| .4_w¢4_€_§| S oo dols daadhilS

Dol y 4a50)YT dxnladl g oY1 g8 g 4 goadaiall <Al
slioluwaldl 0 gojSLaldl el g cduanii I bl ]l 4__;_g_)._>3_LJ|
coewlxdl dhuia pwd 8 Jdudb (o pgiog

mwiw




Summary

* PyArabic

* Camel Tools
* AraBERT

* Exercise



	Slide 1: Arabic NLP Libraries
	Slide 2: Outline
	Slide 3: PyArabic
	Slide 4: Camel Tools
	Slide 5: Outline
	Slide 6: AraBERT
	Slide 7: Key Features of AraBERT
	Slide 8: Variants
	Slide 9: Applications of AraBERT
	Slide 10: AraBERT Documentation
	Slide 11: Exercise
	Slide 12: Summary

