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Sample Versus Population

• Generate several million random numbers (population) of unknown 
mean 𝜇 and standard deviation 𝜎.
• We use Greek letters for the population.

• Draw a sample of 𝑛 observations to characterize the population.

• The sample has mean ҧ𝑥 and standard deviation 𝑠.
• We use English letters for the sample.

• We use the sample statistics ( ҧ𝑥 and 𝑠) to estimate the population’s 
characteristics (𝜇 and 𝜎).

• The sample mean does not necessarily equal the population mean:    
ҧ𝑥 ≠ 𝜇.
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Confidence Interval for the Mean

• Drawing 𝑘 samples implies getting 𝑘 sample means
• We don’t get a single estimate of 𝜇.

• We want to find the confidence interval (𝑐1, 𝑐2) with 
Probability 𝑐1 ≤ 𝜇 ≤ 𝑐2 = 1 − 𝛼

• Confidence coefficient: 1 − 𝛼, e.g., 0.90.

• Confidence level: 100(1 − 𝛼)%, e.g., 90%.

• Significance level: 𝛼, e.g., 0.10.
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Meaning of the Confidence Interval

• If we take 100 samples and 
construct confidence interval for 
each sample, the interval will 
include the population mean 𝜇
in 100(1 − 𝛼) cases.
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Determining the Confidence Interval

• Central limit theorem: The sample mean of independent 
observations has normal distribution: ҧ𝑥~𝑁(𝜇, 𝜎/ 𝑛), where 𝜇 =
population mean, 𝜎 = population standard deviation, and 𝑛 = sample 
size.

• 𝜎/ 𝑛 is called standard error.

• For 100(1 − 𝛼)% confidence level, the confidence interval for 𝜇 is 
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Table A.2

• Lists 𝑧𝑝 for a given 𝑝.

• Example: For confidence 
interval at 90%, 𝛼 =
0.10, and 𝑝 = 1 −

𝛼

2
=

0.95. The entry in the 
row labeled 0.95 and 
column labeled 0.000 
gives 𝑧𝑝 = 1.645.
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Example: n = 32

• For ҧ𝑥 = 3.90, 𝑠 = 0.95, and 𝑛 = 32.

• A 90% confidence interval for the mean = 3.90 ±
1.645 0.95

32
=

(3.62, 4.17)

• We can state with 90% confidence that the population mean is 
between 3.62 and 4.17.

• A 95% confidence interval for the mean = 3.90 ±
1.960 0.95

32
=

(3.57, 4.23)

• A 99% confidence interval for the mean = 3.90 ±
2.576 0.95

32
=

(3.46, 4.33)
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Confidence Interval for Small Samples

• 100(1 − 𝛼)% confidence interval for 𝑛 < 30 is:

• where t[1-a/2; n-1] =  (1 − 𝛼/2)-quantile of a 𝑡-variate with 𝑛 − 1

degrees of freedom.
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Table A.3

• Lists 𝑡[𝑝; 𝑛].

• Example: the 
𝑡[0.95; 7] for 90% 
confidence 
interval of the 
mean of a 
sample of 8 
observation is 
1.895.
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Example: n = 8

• Sample: -0.04, -0.19, 0.14, -0.09, -0.14, 0.19, 0.04, and 0.09.

• Mean = 0, Sample standard deviation = 0.138.

• For 90% interval: t[0.95;7] = 1.895

• Confidence interval for the mean is

0 ± 1.895 ×
0.138

8
= 0 ± 0.0925 = (−0.0925, 0.0925)
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Example: Are Two Systems Different?

• Paired performance: {(5.4, 19.1), (16.6,  3.5), (0.6, 3.4), (1.4, 2.5), (0.6, 3.6), 
(7.3, 1.7)}

• Differences: {-13.7, 13.1, -2.8, -1.1, -3.0, 5.6}
• Sample mean = -0.32
• Sample standard deviation = 9.03
• The 0.95-quantile of a t-variate with five degrees of freedom is 2.015.
• 90% confidence interval for the mean is

−0.32 ± 2.015 ×
9.03

6
= −0.32 ± 7.43 = (−7.75, 7.11)

• The confidence interval includes zero. Therefore, the two systems are not 
different.
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Approximate Visual Test

• To compare two unpaired samples by simply computing the 
confidence interval for each alternative separately.
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Sample Size Selection

• Larger sample → Narrower confidence interval → Higher confidence

• How many observations 𝑛 are needed to get an accuracy of ±𝑟%
and a confidence level of 100(1 − 𝛼)%?
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Example: Sample size

• Based on a preliminary test, the sample mean of the response time is 
20 seconds, and the sample standard deviation is 5. How many 
repetitions are needed to get the response time accurate within 1 
second at 95% confidence?

• Required accuracy of 1 in 20 seconds → 5%

• Here, ҧ𝑥 = 20, 𝑠 = 5, 𝑧 = 1.960, and 𝑟 = 5.

• 𝑛 =
100𝑧𝑠

𝑟 ҧ𝑥

2
=

100×1.960×5

5×20

2
= 96.04 → 97
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