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ABSTRACT 

In this thesis, we selected an excellent OCR system (JU-OCR2) that handles word-

level recognition and augmented it with a preprocessing system in order to extend 

its scope to document image recognition. Therefore, we have investigated and 

identified the problems that could face such preprocessing system by studying a 

representative set of Arabic handwritten document images, the MADCAT set. 

These problems include pepper noise, ruled line, skew, line and word segmentation, 

bleed-through text, slant, external graphical elements, writing errors, and others. 

We identified the most common issues to be discussed in this thesis. These 

problems include ruled line removal, line and word segmentation, skew, and noise 

removal. We then reviewed approaches to the resolve these common problems from 

the existing literature. The approaches where then subjected to a set of selection 

criteria designed for compatibility with JU-OCR2 and for achieving best results. 

All relevant approaches in literature were assessed. As a result of the selection 

process, three algorithms for ruled line removal, line segmentation, and word 

segmentation were selected. The selected ruled line removal and line segmentation 

algorithms contained built-in skew removal procedures. We have also devised an 

algorithm to remove pepper noise and bleed-through noise. We came up with 

modifications and recommendations to construct the desired preprocessing system 

that fits the selected recognition system. 
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1 INTRODUCTION 

Optical character recognition (OCR) is one of the most successful applications in 

the fields of artificial intelligence, computer vision, and pattern recognition (Renjini and 

Rubeena, 2015). OCR is useful in many applications such as banking, signature 

verification, automatic mail classification, product identification, and many other fields. 

Benefits of OCR for businesses, as summarized in (Alginahi, 2013), are that the data in 

document images become editable, searchable, and more accurate, and document 

classification becomes possible. Digitizing and running OCR on documents minimizes 

data entry and saves physical space. 

In this thesis, we select a recent OCR algorithm that achieved impressive and 

competitive results in recognizing Arabic words, namely JU-OCR2 (Abandah, et al. 

2014) and augment it with preprocessing algorithms in order to extend its recognition 

scope to include document images and to meet the output standards set by OpenHaRT 

evaluation standard (NIST, 2013b). Preprocessing includes noise removal, ruled line 

detection and removal, and segmentation. Standard algorithms for each preprocessing 

step are used and combined with the solution. 

We investigate the prominent preprocessing problems, survey the available 

approaches to each preprocessing problem, evaluate each approach with respect to 

JU-OCR2 suitability, and provide recommendations and improvements to what is best-

suited to be used in our preprocessing system. 

1.1 Research Objectives 

The main objectives of this study can be summarized as follows: 

1. Investigating the requirements and problems of MADCAT to identify the 

scope of our preprocessing system. 
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2. Investigating the available preprocessing and segmentation techniques (e.g., 

ruled-line removal, segmentation, and skew detection and correction). 

3. Compare available approaches and select the techniques to be involved in 

the document image handwritten character recognition (HCR) system. 

1.2 Motivation 

Although Arabic is the second most widespread script, with over 300 million native 

speakers (Saeed, 2014) and around 27 languages use its alphabet, including Arabic, 

Pashto, Persian, Kurdish, Urdu (Lewis, 2009), making Arabic script the third most 

widely used script (with Latin first and Chinese second) (Saeed, 2014), research in 

Arabic OCR is humble when compared to its counterpart in Latin script, and little work 

was done to comprehensively characterize and analyze Arabic handwriting (Abandah 

and Khedher, 2009). 

Arabic writing has barely changed over a long time. Thus, the availability of full 

Arabic document images HCR system will, in addition to all the aforementioned 

benefits of OCR, enable automatic searching and reading of over three million historical 

Arabic manuscripts, thus increasing the availability of their content (Parvez and 

Mahmoud, 2013).  

This thesis is dedicated to help building a full HCR system starting with an accurate 

system for handwritten words recognition and building the required services for it to 

extend its scope to full document HCR as per the OpenHaRT evaluation standard. 

1.3 Research Methodology 

We perceive that, by following the devised research methodology steps below, we 

will be able to identify, evaluate, and select the proper preprocessing algorithms that 

comprise our preprocessing system: 
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1. Investigation of MADCAT/ OpenHaRT requirements and data 

formats: since there is no current investigation to identify the problems that 

one need handle in a document preprocessing system, we are the first to 

investigate the requirements and data formats of MADCAT/ OpenHaRT to 

form a complete knowledge of the minimum preprocessing-related 

problems that need to be resolved prior to feeding the segmented words to 

JU-OCR2 algorithm. We determine the problems that are expected to be 

eliminated or mitigated to specify the exact capabilities needed from the 

preprocessing system.  

2. Investigating and surveying the available preprocessing and 

segmentation techniques: We investigate available preprocessing 

techniques (i.e., ruled-line removal and segmentation) related to the 

problems that must be resolved as per MADCAT/OpenHaRT database. In 

literature, each problem was processed using different approaches. Only the 

top-cited papers or the most recent ones are considered in this thesis for 

selection. This raises the par and quality of the approaches considered for 

selection. 

3. Selection of preprocessing techniques: To achieve the best overall results 

without functionality duplication, we form a comprehensive preprocessing 

solution by selecting a set of preprocessing techniques depending on the 

principle of operation, function, services, and reported accuracy and time 

consumption parameters of the surveyed algorithms. Specific selection 

criteria for each preprocessing category are established in order to determine 

which preprocessing technique optimally meets the required capabilities at 

minimum cost. In this phase, the selected algorithms may be kept intact, 
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modified, or even some novel techniques may be proposed to ensure best 

attainable results. 

4. Performance and compatibility evaluation: The selected preprocessing 

solutions are subjected to performance evaluation by itself and after 

combining it with JU-OCR2 algorithm. Concentration is mainly put on the 

error rate and time consumption. 

1.4 Thesis Structure 

The remaining of this thesis is structured as follows: Chapter 2 provides the 

background to OCR systems and surveys the related literature. Chapter 3 investigates 

the problems present in the MADCAT data set and identifies the problems that do not 

exist in this data set and thus need not to be included in this thesis. Chapter 4 outlines 

the requirement needed from the preprocessing system. Chapters 5 and 6 discuss the 

available approaches to various preprocessing problems and select the approaches best-

suited for JU-OCR2 and MADCAT. Chapter 7 discusses the resulting system after 

selection. In Chapter 8, conclusions and future work are drawn and discussed. 
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2 BACKGROUND AND LITERATURE REVIEW 

2.1 Background 

Optical character recognition (OCR) attempts to mimic human reading. It has been 

an active research area since the development of digital computers. It is inherently 

complex and utilizes multiple fields of study like machine vision, pattern recognition, 

and artificial intelligence (Alginahi, 2013). Handwritten character recognition (HCR) is 

a subcategory of OCR that is concerned with the recognition of handwritten words and 

documents. Latin inscription OCR systems started as early as mid-1940s (Alginahi, 

2013) and commercial OCR systems for Latin inscription appeared in the 1950s. Arabic 

text recognition has begun in 1975. There are few commercial printed Arabic text OCR 

systems but there is no accurate commercial Arabic HCR system yet (Parvez and 

Mahmoud, 2013). 

A typical OCR system is comprised of a number of phases, see ‎Figure 1. The first 

step is image acquisition, which can be achieved using any digital image capturing 

device. The second phase is pre-processing in which the non-text elements are removed, 

the digital image is binarized, morphological operations are performed, and slant/skew 

correction techniques are applied to improve text quality and facilitate text handling. In 

the segmentation phase, the document image is divided at various levels; depending on 

the requirements of the feature extraction phase. Segmentation may be at block, line, 

word, sub-word, character, or sub-character/grapheme levels. Feature extraction and 

classification phases are the core of OCR/HCR in which discriminative features of the 

segmented parts are extracted to provide an interpretation of segmented text. The 

optional step of post processing can enhance the recognition accuracy by verifying the 

recognized text using syntax and semantic analysis (Saeed, 2014). 
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Figure 1. Typical OCR Steps (Saeed, 2014). 

Offline handwritten recognition of cursive text can be, by far, the most difficult 

type of OCR since it includes all the problems from which an OCR system may suffer. 

Historically, OCR started with printed text recognition due to its relative simplicity, but 

was extended in the past few decades to HCR when it became achievable. Complexity 

of HCR is mainly caused by the large writer-to-writer style variation, overlapping of 

characters, and cursive nature (Saeed, 2014). Online recognition is more accurate than 

offline recognition techniques because the representation of data utilizes the time 

function and the chronological order of the strokes is taken into account (Manimurugan, 

et al., 2014). Also, preprocessing of the text image is not required and the running text 

length is usually shorter. To appreciate the gravity of cursive text impact on accuracy; 

some methods enjoying 100% accuracy over separate-character written documents fall 

to 60% accuracy over cursive-written text (Manimurugan, et al., 2014). 
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In order to advance the research of Arabic OCR/HCR, many efforts were made in 

various related fields like creation of standard databases, specification of evaluation 

criteria, and organization of workshops and contests. Many of the recent Arabic OCR 

studies were based on the IFN/ENIT database (Pechwitz, 2002), which is comprised of 

26,459 binary images of 937 handwritten names of Tunisian towns and villages 

inscribed by 411 writers (Saeed, 2014). A database for document images was created by 

the Linguistic Data Consortium (LDC) and placed at the disposal of the Open 

Handwriting Recognition and Translation Evaluation (OpenHaRT) competition. It 

contains multiple instances of supervised handwriting for many document images each 

scribed by different writers. Each document image was subject to manual ground 

truthing and is saved with its ground truth in an extensible markup language (XML) file 

as the standard for evaluation (NIST, 2013b). 

The Multilingual Automatic Document Classification Analysis and Translation 

(MADCAT) program holds the biennial evaluation event OpenHaRT, in which 

complete Arabic document images recognition and optionally translation systems are 

evaluated and ranked according to accuracy and complexity (NIST, 2013a). ‎Figure 2 

shows samples of the documents used in the OpenHaRT evaluation. 
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Figure 2. Samples of the documents used in the OpenHaRT evaluation. 

It is worthwhile noting that preprocessing of document images normally enhances 

the accuracy of HCR as handwritten text is more susceptible to noise and normalization 

issues, hence noise removal, baseline detection, skew and slant detection and correction 

are the set of the tasks done in the preprocessing stage of OCR (Saeed, 2014). However, 

segmentation tends to pull accuracy back due to the complexity and difficulty of 

segmentation due to the cursive nature of Arabic writing, touching letters, and 

variations in writer styles. 

2.2 Literature Review 

In this section, we review the mainstream literature regarding recognition, and other 

preprocessing approaches. 

2.2.1 Recognition Systems 

Parvez and Mahmoud (2013) surveyed the advances in Arabic HCR in the period 

1975-2005. They discussed that preprocessing of document images may contain several 

steps, not all of them are applied in each Arabic HCR method. Generally, preprocessing 

may start with data representation, which is sometimes overlooked or moved to the 
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feature extraction phase, where a more concise representation of text is offered. Text 

representation is improved using any combination of skeletonization (thinning), contour 

(border) detection, rotation, shearing, height normalization, and width normalization 

and rethickening of the skeleton is used as deemed required by the algorithm designers. 

The Computational Intelligence Technology Lab (CITlab) submitted the CITlab 

ARGUS for Arabic handwriting recognition (Leifert, et al. 2013) for evaluation at 

OpenHaRT 2013. The system has simple preprocessing algorithms to detect/correct the 

skew/slant of the line and to normalize the height of the text to 80 pixels above the 

estimated baseline and 60 pixels below it. The system then uses an improved version of 

an existing recurrent neural network (RNN) (Graves and Schmidhuber, 2009). The 

RNN does not require segmentation of the input text image as it is processed on the 

pixel level. Viterbi decoding and a dictionary are used to determine the most probable 

character‎ sequence.‎ The‎ system‎ was‎ affected‎ by‎ the‎ authors’‎ lack‎ of‎ knowledge‎ of‎

Arabic. 

Ait-Mohanad and Paquet (2013) proposed another complete recognition system. 

The system starts with image enhancement and binarization algorithm taken from 

(Sauvola, 2000). De-skew, de-slant, and height normalization algorithms are then 

applied to the text. The enhanced text image is input, without segmentation, to a sliding 

window feature extractor that searches for 128 features at each position. The features 

are then fed to a hidden Markov model (HMM) that uses a 60,000-word dictionary and 

a language model to provide a set of probable answers (hypotheses). A graph that is 

comprised of all possible hypotheses is created. A Viterbi searching algorithm finds the 

most probable hypothesis. To enhance the results, the authors propose a novel 

combination framework that takes the outputs of several HMM based recognition 
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systems, combine them into a single network, and then selects the best word sequence 

hypothesis. 

2.2.2 Ruled lines detection and removal 

Line processing is used in form/invoice processing, engineering drawing 

processing, layout processing, musical note recognition, and other applications (Chen 

and Lopresti, 2014). Lined paper introduces problems to the feature extraction phase 

since it distorts the shape of the segmented unit. 

Some works in literature included removal of the ruling line without reconstructing 

the original image or the text strokes (Kavallieratou, et al., 2011), some other works 

only detected ruled lines (Chen and Lopresti, 2014) and others detected and removed 

ruled lines then regenerated the text strokes to reduce the distortion generated by the 

line removal process (Cao, et al., 2009). 

Different approaches have been discussed in the literature to detect and remove 

lines. Some approaches used the run length analysis (Blumenstein, et al., 2002), 

horizontal projection profile (Saleem, et al., 2009) and (Arvind, et al., 2007), template 

matching (Cao and Govindaraju, 2009), and stochastic approach using the HMM 

(Zheng, et al., 2005). 

2.2.3 Segmentation 

Segmentation, as discussed earlier, can be done at various levels and due to the 

complexity of handwriting and cursive text, many segmentation techniques have 

emerged (Parvez and Mahmoud, 2013). 

Literature publications seem to have agreed on some terms regarding word 

processing and used other terms in different directions. Al-Dmour, et al. (2014) 

identified four terms in word processing: word segmentation, where an image of a word 
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is segmented into its forming characters, word separation or extraction, where we 

separate a line into word images, word spotting where a queried word is located in a set 

of document images, and word recognition where a word image is converted into text. 

Various techniques have been used in order to achieve segmentation at different 

levels. They can be generally categorized as projection-based, Hough-based, or 

smearing-based. Projection-based methods excel in segmenting printed text but face 

major issues in handwritten text, due to text overlap, text orientation variations, and 

other factors (Kumar, et al., 2010) and (Louloudis, et al., 2009). 

Projection-based algorithms are implemented either by taking the horizontal 

projection histogram and specifying its minima as possible points for segmentation or 

taking both horizontal and vertical projections. This kind of algorithms enjoys 

simplicity but suffers poor accuracy and robustness due to significant irregularities in 

cursive handwriting. 

Projection profile approaches either processes the whole document (Manmatha and 

Rothfeder, 2005) or divides the document into vertical stripes and runs projection 

profile for each stripe independently and then processes the results of each stripe 

projection profile analysis (Arivazhagan, et al., 2007). The local minima of the 

projection profile are usually considered for segmentation points for line or word 

segmentation.  

Hough-based approaches can handle variations in text orientation but their 

performance degrades if the text baseline is not straight (Yanikoglu and Sandon, 1998). 

In Hough transform approaches, certain points are selected from the original image 

(e.g., (Likforman-Sulem, et al., 1995) used connected components (CCs) centroids, 
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while (Pu and Shi, 1998) CCs minima points). The best-fit lines of those points are 

extracted as the lines comprising the document. 

Smearing or grouping-based algorithms handle complicated layouts but are 

sensitive to text overlap since they use connected component to identify and link 

components of words or lines. In one of these approaches (Shi, Govindaraju, 2004), text 

is smeared and pixel-wise fuzzy run-length is applied which measures how far can one 

along the horizontal direction see if standing on a pixel. The fuzzy run-length 

calculation generates a greyscale image using which image is segmented.  

Some grouping techniques like the one in (Zahour, et al., 2001) are based on the 

connected components analysis to segment the image where each connected component 

is identified. Information of each component like the component size, height, centroid, 

and corner pixels are used to filter text lines and words out of the original image. 

Other approaches have been discussed in literature like seam-carving, which is 

originally used to scale the images without harming the most significant content by 

identifying‎the‎routes‎with‎least‎energy/information‎“seams”‎and‎use‎them‎as‎separation‎

lines (Garz, et at., 2012). These algorithms may split ascender or descenders or may 

face issues in assigning secondary components to their primary letters. 

Contour-based algorithms, taking advantage of the way Arabic letters connect and 

some morphological features of the Arabic script, use the skeleton or contour of the 

handwritten text to determine segmentation points depending on the criteria they choose 

(Alginahi, 2013). 

In the segmentation validated by recognition techniques, the text contour or 

skeleton is over-segmented then fed to a recognition algorithm that is used to determine 
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the best locations for segmentation. The reported results of such algorithms are too 

inferior to be used in real-life applications (Parvez and Mahmoud, 2013).  

In special-purpose segmentation, the segmentation of two touching numerals where 

the bounding box of the numerals is divided into two boxes iteratively and fed to a 

recognition algorithm. The iterations results are subject to classification to determine 

the most probable result (Parvez and Mahmoud, 2013). 

Regarding word segmentation, there are two main approaches. The first calculates a 

metric between connected components (e.g. Euclidian distance, convex hull metric, or 

bounding box metric) in the same line and then establishes a threshold to classify 

distances as intra-word spaces and inter-words spaces. The other approach involves 

considering the distance classification as a task of the text line recognition and leaving it 

to the text line recognizer that may use HMM for instance to discriminate inter- and 

intra-word spaces (Luthy, et al., 2007). 

By far, explicit segmentation can be a source of error in HCR systems (i.e., line and 

word level segmentation). Some systems which are based on HMM use implicit 

segmentation thus reducing the possible error due to segmentation. However, these 

systems are out of the scope of this study (Parvez and Mahmoud, 2013). 

2.2.4 Skew 

When the document is fed to the scanner manually or by mechanical means, skew 

of the scanned document is inevitable. Approaches to skew estimation algorithms can 

be classified into analysis of projection profiles approach, principal component analysis 

approach, and connected components clustering approach. In analysis of projection 

profiles (Liolios, et al., 2002), the document undergoes a computationally expensive and 

document layout sensitive procedure through which it is rotated multiple times and at 
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each time the projection profile is calculated to determine the skew angle. The principal 

component analysis determines the most significant eigenvector that leads to the skew 

angle of the text body (Smith, 2002).‎ This‎method‎ cannot‎ eliminate‎ outliers’‎ effects.‎

The connected components clustering method assumes that the distance between words 

in the same line are much smaller than that between words on different lines, thus 

‘inflating’‎the‎connected‎elements‎will‎cause‎each‎line‎words‎to‎connect‎ to‎each‎other‎

causing the line to become a single unit. Approximating the line to an ellipse and 

estimating its major axis will yield the skew angle of the line. This method provided the 

best accuracy among all three and took moderate time to execute (Sarfraz, et al., 2007). 
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3 INVESTIGATING MADCAT DATA SET 

After acquiring the MADCAT training sets, an extensive review of the files was 

performed to search for possible problems available in these Arabic handwritten 

documents. It is noteworthy to mention that no similar investigation was found in the 

reviewed literature. 

Regarding the required data format, the training sets contain a document that 

completely describes the required output data format. 

The following sections summarize the findings of the aforementioned investigation. 

3.1 Existing Problems 

This section describes the problems that were found in the study database. 

3.1.1 Pepper noise 

During the image acquisition and binarization phases, noise dots may be produced 

over the scanned document. The noise dots concentration varies from one document to 

another. In some documents, the noise dots are at minimum where so few or none may 

exist as in ‎Figure 3(a). In other documents, noise dots may be densely scattered all over 

the document where they even could cluster and form larger bodies as in ‎Figure 3(b) 

and ‎Figure 3(c).  

Mostly, even smallest text elements are much larger than the largest continuous 

bodies the noise dots can create. This can be exploited to overcome this issue. But care 

should be taken to account for various text sizes, writing tip widths, and low 

dpi/resolution of the image. 
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(a) 

 
(b) 

 
(c) 

Figure 3. (a) Sparse dots distribution. (b) and (c) Dense noise dots 

distributions. 

3.1.2 Vertical lines 

There are different types of vertical lines. They can be mainly categorized into two 

categories depending on the source. The first, and the more influential, is the ruled 

vertical lines; that is, the vertical lines which are imposed by the nature of the page on 

which the scribe wrote the text. The number of adjacent ruled vertical lines range from 

one to three lines. Furthermore, ruled vertical lines may intersect with the handwritten 

text and distort it as shown in ‎Figure 4(a) and ‎Figure 4(b). 

The other type includes vertical lines generated during the image acquisition phase. 

Those happen in some copying/scanning machines that tend to create faint lines in the 

acquired images. Another source of the faint lines is the shadow of the edges of the 

scanned pages. By nature, these lines are faint and mostly discontinuous. ‎Figure 4(c) 

and ‎Figure 4(d) illustrate this issue. 

 
(a) 

 
(b) 
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(c) 

 
(d) 

Figure 4. (a) and (b) Ruled vertical lines and how they can affect text. (c) 

and (d) Noise-generated vertical lines. 

3.1.3 External graphical elements  

The various paper types available in the MADCAT training sets and in the real life 

introduce various none textual shapes that need to be filtered prior the recognition 

phase. Depending on the paper source and image acquisition conditions, various shapes 

may be generated, as in ‎Figure 5.  

In case these elements are fed to recognition, they may be erroneously recognized 

as punctuation marks and separate letters. Also, these shapes can in some cases distort 

the vertical and horizontal histograms of the documents significantly, as in the first and 

last examples in ‎Figure 5. In some extreme cases, these elements may contain higher 

black dots density than the main text body. This needs to be considered if main text 

body is to be detected. 

Those shapes are usually on the edge of the page where humans do not tend to write 

text. This creates a significant distance between the main text body and those elements 

that can be utilized to mitigate the effects of those elements on the segmentation and 

recognition phases. 
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Figure 5. Different undesired graphical elements. 

3.1.4 Writing errors 

The ground truth for MADCAT training sets identify the errors made by the scribes 

when copying the text. These errors better be identified and sorted out by the 

recognition system. Some errors can be easily identified as clusters of ink or as shapes 

with too many intersections while others are harder to find as they only strike out the 

wrong word with a single line. Writing errors that are not struck out or scribbled will 

only cause wrong recognition of the word and may only be detected by dictionary word 

matching or even context matching. ‎Figure 6 shows examples the above mentioned 

writing errors. 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 6. Different types of writing errors. 
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3.1.5 Lined paper 

Lined paper is common for notebooks. Different ruling types are available in real 

life like narrow-ruled, college-ruled, law-ruled, and journal. Many lined paper types 

have vertical lines in different positions of the page. Ruled line pages usually comply 

with the following conditions: 

 A ruled line, horizontal or vertical, usually extends from one end of the page all 

the way to the other. 

 Horizontal lines are parallel to each other and perpendicular to vertical lines. 

This is always true unless some distortion occurred to the page in the image 

acquisition stage. 

 If the page is lined, handwritten text is aligned to the lines and suffers no writer 

skew, even though text could be on unlined spaces of the page like in ‎Figure 7. 

 
Figure 7. Text on unlined area of a page. 

 A ruled line, close-up, is not a perfect rectangle, instead, as shown in ‎Figure 8, 

it is a rectangle-like shape with variable widths and many imperfections 

including complete line breaks at some points. These disfigurements are 

created by the inconsistencies encountered along the processes of ruled line 

printing, capturing, and binarization. 

 
Figure 8. Ruled line shape, close up (Kumar and Doermann, 2011). 
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Sometimes ruled lines are of the same color – especially if the image is binarized, 

thickness and orientation of text and thus can significantly overlap with text. This 

combined with the characteristic horizontal baseline of Arabic handwriting makes 

inattentive line removal capable of causing severe deterioration to words. This is 

illustrated in ‎Figure 9.  

 
(a) 

 
(b) 

Figure 9. Cases where inattentive line removal can deform words. Line 

width is comparable to text stroke width and baseline or other text 

elements can completely overlap with ruled line. 

In some cases, the problem is much more severe that words can be destroyed after 

ruled line removal. This normally happens when complete text-ruled line overlapping 

occurs. Examples of such cases are shown in ‎Figure 10. 

 
(a) 

 
(b) 

 

 
(c) 

 

 
(d) 

Figure 10. Complete overlapping between text and ruled line that can 

cause destruction of the word after ruled line removal. 

The effect of ruled line removal is expected to be minimal when ruled line width is 

considerably thinner than the text line stroke. 
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3.1.6 Text lines overlapping 

Irregularity and inconsistency are common traits of handwriting. Such traits create 

problems that we would not face in printed text such as text lines overlapping. That is; a 

straight line separating consecutive text lines cannot be found. This problem would have 

a major impact on the performance of the word segmentation, grapheme separation, and 

recognition unless an efficient and deterministic approach is followed to solve it. 

The effects of lines overlapping include the following: 

 Some word elements like strokes and secondary components may be mistaken 

to be belonging to another line as in ‎Figure 11(a) where the upper stroke of 

“kaf”‎can‎be‎mistaken‎to‎be‎the letter “ra” for the upper word thus erroneously 

recognizing both words. ‎Figure 11(b) shows a similar case but contrariwise. 

 Sometimes overlapping produces connected elements between two consecutive 

lines as in ‎Figure 11(c) and ‎Figure 11(d). In such cases, a point of 

disconnection should be specified. 

 
(a) 

 
(b) 

 

 

 
(c) 

 
(d) 

Figure 11. Effects of overlapping lines. 

In terms of inter-line spacing, pages can be divided into three categories: 

1. Distant lines, where all the lines in the pages are visibly segregated and 

easily discriminated as in ‎Figure 12(a). This type of spacing can be easily 
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identified and special treatment can be introduced to it to reduce the amount 

of processing needed for line segmentation of such pages. 

2. Crammed lines, where all lines of the page are mingled and no clear line can 

separate successive lines, as in ‎Figure 12(b). This would require the 

maximum amount of processing to separate all the lines with minimum 

errors. 

3. Mixed line spacing, where some lines in the page are easily separable and 

others are crammed, as in ‎Figure 12(c). 

 

 

 
(a) 

 

 

 
(b) 

 
(c) 

Figure 12. Different types of line spacing in pages. 
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3.1.7 Intra-word spacing  

Arabic is cursive in nature, however, some letters in Arabic are never connected 

from the left, causing many words to break at a single or multiple positions creating the 

intra-word discontinuity or space. As a standard in writing, inter-word space should be 

significantly larger than the intra-word space. This is usually the case but that is not 

always followed in handwriting. In some cases, intra-word space is significant and in 

some cases it even surpasses its inter-word counterpart as ‎Figure 13(a). 

If a letter is composed of multiple strokes, which are written separately, the scribe 

may generate discontinuities in the single letter creating intra-word space at the letter 

level as in ‎Figure 13(b). This also needs to be identified and segmented properly. 

Some words are composed of several parts that the number of separate parts cannot 

be determined sharply. The word in ‎Figure 13(c) is composed of eight horizontally 

aligned parts. 

 
(a) 

 

 
(b) 

 
(c) 

Figure 13. Intra-word space examples. 

The ability to distinguish complete words without breaking them down improves 

the segmentation and helps in building a more meaningful document later after 

recognition. 

3.1.8 Slant 

Slant, as shown in ‎Figure 14, is the inclination of the downward strokes in 

handwriting. It originates from the scribes writing style. This has an impact on the 
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validity of the extracted features –especially the characteristic angles in letters, of the 

handwritten text and the consequent sequence processing and recognition applied to 

features matrices. Slant can be preprocessed before feeding word images to the 

recognition system or can be implemented in the recognition system itself. 

It is noticed that slant is not frequent in MADCAT training set. In some documents, 

slant only exists in parts of the document. 

 
(a) 

 
(b) 

Figure 14. Slant examples. 

3.1.9 Skew 

Skew of hand written text is the angular deviation of the text from the horizontal 

line as shown in ‎Figure 15(a). Skew has a significant impact especially on the Arabic 

recognition system because many systems use baseline estimation algorithms that are 

not robust against skew. Wrong estimation of the baseline will lead to wrong feature 

detection and hence erroneous detection of letters and words. 

After inspecting the MADCAT training sets, it was noticed that skew can be 

categorized as follows:  

1. Skew from image acquisition phase, or image skew where all lines share a 

relative skew angle. See ‎Figure 15(a). 
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2. Skew from writer, or writer skew where not all lines have the same skew 

angle as shown in Figure 15b. 

 
(a) 

 
(b) 

Figure 15. Types of skew. 

Hence, the total skew is the vector sum of image skew and writer skew 

components. Image skew is simpler and can be corrected using collective algorithms 

that analyze the whole text body. Writer skew on the other hand is more complex and 

requires approaches that process each line or line component in the text body to detect 

and correct the skew of each line or each part of the line separately. 

It was also noticed that if the paper is lined, then ruled lines orientation can 

determine the image skew and the document is free of writer skew. 

3.1.10 Bleed-through text 

A single sheet of paper is not a completely opaque object due to its nature and 

thickness. In some cases, a problem arises when multiple pages are stacked one over 

another or when transcriptions exist on both sides of the paper sheet. Traces of the 

transcription on faces other than the one being scanned may appear like a bleed-through 
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text as in ‎Figure 16. Fortunately, the density of bleed-through text is much less than the 

original text and thus may be treated as noise. 

 

 
Figure 16. Bleed-through text. 

3.1.11 Varying text body 

Images provided in MADACAT training set have almost the same resolution of 

around 5100x6600 at 600 dpi. However text body highly varies in size, font height and 

size, line density, and reference position. In some cases, text starts immediately from the 

right or top edges of the image with no margins. 

3.1.12 Irrelevant text or numerals 

It was noticed that some documents have some side notes or some irrelevant 

alphanumeric characters distant from the main text body as in ‎Figure 17. These 

characters have no reference in the corresponding ground truth files. Thus, they should 

be dropped, especially when written in foreign languages. 

 
Figure 17. Irrelevant text example. 
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3.2 Nonexistent Problems and Unrequired Preprocessing Operations 

Some problems and preprocessing operations are ignored either because they were 

not found in the MADCAT training set or because they are treated in the selected 

recognition system. These problems and preprocessing operations are described in the 

following subsections. 

3.2.1 Binarization 

All the analyzed documents of the MADCAT training set are binarized. Hence, 

there is no need for binarization. 

3.2.2 Height normalization 

Once text body words are segmented and fed to the JU-OCR2 recognition system, 

it is capable of recognizing the letters regardless of their heights since the algorithm 

depends, not on pixel count, but on the features of the thinned lines and stroke angles, 

making it insensitive to characters heights. 

Also, the pixel density for the documents in MADCAT is high. The number of 

pixels per word is sufficient for processing even for the smallest size of words and the 

thinnest of pen strokes. Thus, even though height variations are significant across 

different files, no height normalization is deemed necessary. 

3.2.3 Line thickness variations/manipulations 

The JU-OCR2 system contains an efficient thinning algorithm that would obsolete 

any line thickness variations/manipulation. 

3.2.4 Multiple text bodies 

All of the inspected documents in MADCAT training set contained a single plain 

text body that did not include any tables, footnotes, or any other subsidiary text bodies.  
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All documents should be assumed to have a single plain text body while other parts 

of the document will be discarded to reduce the computational cost of document 

preprocessing. 

3.2.5 Special characters separation 

The special characters (punctuation marks, percentage sign, dollar sign, etc.) might 

create problems if they are to be segmented as separate entities, but since they do not 

really mean much for extracted/recognized text, they should be left to JU-OCR2 

recognition system. 

3.2.6 Baseline detection 

This is one of the first operations carried out in JU-OCR2. Even though it is a basic 

operation in JU-OCR2 system, it does not account for inclined baselines. Nevertheless, 

baseline detection will still be left to JU-OCR2. 

3.3 A Suggested Sequence for Document Recognition System 

After analyzing MADCAT training set and finding the aforementioned problems, 

we propose the following sequence (shown in ‎Figure 18) to be followed when creating a 

comprehensive document recognition system to avoid unnecessary processing and 

computations. Some operations are proposed to solve multiple problems. For example, 

noise removal operation is expected to resolve the pepper noise and bleed-through text 

whereas text body extraction is expected to resolve irrelevant text or numerals, external 

graphical elements, and text body variation. 
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Figure 18. Suggested sequence for document recognition preprocessing system. 

Many operations in ‎Figure 18 are entirely or partially independent of each other. 

Thus, further modifications can be introduced to this sequence to support parallel 

processing in‎ order‎ to‎ better‎ utilize‎ computer’s‎ resources‎ and‎ improve‎ the‎ system’s‎

performance. 
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Depending on the complexity of the noise removal algorithm, a simple noise 

detection algorithm can be implemented to decide whether the noise is to be removed or 

not. This is done in case the noise removal algorithm was complex or time consuming 

to improve the performance of the system when handling clean images. 

In order to handle the general document case, text body extraction can then be 

applied to separate the text body from the rest of the image. In some complex 

applications like form processing, textbook processing, or newspaper processing, layout 

analysis may also be needed to analyze the document structure including multiple text 

bodies, tables and graphics. However, it has been noticed that in MADCAT set, there is 

only one text body in the document image. 

A ruled line detection algorithm can be used to determine if a document is lined or 

not. If the paper is lined, the skew angle of the ruled lines is considered as the skew of 

each word in the document. The skew is corrected and then the ruled lines are removed. 

If the document is not lined, then the skew is handled per line or per segment of image 

to account for writer skew.  

The image is then segmented to text lines, slant detection and correction is applied 

at the line level to remove the slant if the recognition system is sensitive to slant. 

The spaces in each text line are then classified into inter-word spaces or intra-word 

spaces. Word segmentation is directly based on this classification of spaces.  
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4 REQUIREMENTS OUTLINE 

Depending on the algorithms proposed earlier in this thesis, we establish selection 

criteria for each process in the algorithm depending on the problems the process is 

expected to resolve. We also take into consideration the selected recognition system, 

JU-OCR2, its capabilities and its vulnerabilities, through the process of selecting the 

optimum preprocessing scheme. 

The input images of MADCAT are binarized with resolution of 5100x6600 pixels 

at 600dpi. 

4.1 Selected Recognition Algorithm 

As indicated earlier, we have chosen a recent recognition system proposed by 

(Abandah, et al. 2014), called JU-OCR2. It is augmented in this thesis with selected 

preprocessing algorithms in order to extend its scope from word-level recognition to 

document recognition. 

In order to do so, we need first to inspect the steps performed within the JU-OCR2 

in order to clarify its capabilities and limitations. 

In a glance, (Abandah, et al., 2014) built a novel OCR system, see Figure 19. The 

system was an updated version and a continued effort of the earlier version that is 

described in (Abandah and Jamour, 2010) that used the contributions of different studies 

like (Abandah and Jamour, 2014) and (Abandah and Malas, 2011). Their system is 

comprised of five main stages; sub-word segmentation in which the authors segment the 

words into sub-words. A novel rule-based algorithm then further segments the sub-

words into graphemes. The graphemes are then fed to a robust feature extraction 

algorithm that produces a feature vector for each grapheme. The feature vectors are then 

sent to a bi-directional long short-term memory (BLSTM) recurrent neural network 
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(RNN) with connectionist temporal classification (CTC). These features of the RNN 

provide high recognition accuracy and facilitate its training. Using graphemes as the 

recognition unit allows for open vocabulary recognition while an optional word 

matching step improves accuracy for the limited-vocabulary recognition.  

‎Figure 19 above shows the basic steps implemented in the JU-OCR2. First, the 

system can only handle word segmentation, thus the preprocessing system should feed 

word images to the JU-OCR2 system to be recognized. 

 

Figure 19. The steps of the selected recognition algorithm, JU-OCR2 (Abandah, 

et al., 2014). 
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During baseline identification, only one baseline is calculated as the algorithm is 

not designed to handle multiple lines of text.  

The baseline identification is based on the maxima of the horizontal projection 

profile (HPP). From this we conclude that this stage is sensitive to skew and ruled lines 

since both may shift the HPP maximum value to a location other than the baseline, 

eventually leading to erroneous baseline detection. It is worthwhile to mention though 

that the baseline estimation is only used in recognizing secondary bodies and extracting 

some configuration features. 

As a speculation regarding this stage, there seems to be a mechanism that handles 

very small objects during the feature extraction phase. This may affect the 

determination of the secondary bodies. This means that the algorithm can handle noise, 

especially pepper noise where noise is comprised of scattered foreground dots. The 

noise clusters may form an issue but the probability of forming a significant cluster that, 

at the pixel density at which MADCAT files are scanned, compared to true secondary 

bodies of text is rather minute. 

During the thinning phase, the text skeleton is extracted; this means that the 

algorithm is robust against the writer style variations and text thickness variations. 

During the phase of feature points detection, the features of the sub-words are 

detected; this is the part of the algorithm where ruled lines would mostly affect. Wrong 

features will be extracted crippling the rest of the algorithm and causing major 

recognition failures. Ruled line removal would be crucially needed in preprocessing. 

During classification of the graphemes and there features, considering the features 

that are taken, Arabic language properties, and relating this to the nature of the slanted 

text, the algorithm is supposedly trainable to handle slanted text. 
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In summary, in terms of preprocessing, JU-OCR2 has the capacity to handle the 

following issues: 

1. Noise, especially pepper noise. However, to reduce the load on the algorithm, it 

is better to reduce the noise to a minimal level. 

2. Text stroke thickness variations due to thinning. 

3. Slant, being a trainable system, JU-OCR2 can be trained to handle slanted text. 

The selected system, JU-OCR2, have the following limitations that should be 

handled in preprocessing: 

1. Ruled lines. All ruled lines should be removed for JU-OCR2 to perform correct 

baseline detection and correct feature extraction. 

2. Line segmentation, the system is not designed to handle multiple lines of text, 

especially the large number of lines found in a completely filled document 

image. 

3. Word segmentation, the system is only designed to read single words. 

4. Text‎ skew.‎ Skewed‎ would‎ cause‎ erroneous‎ detection‎ of‎ the‎ “less-important”‎

baseline. Severely skewed text may cause wrong features to be extracted. We 

believe the system can handle low to moderate skew level. 

4.2 Scope of the Thesis 

There are many problems available in handwritten documents. Each problem has a 

different level of impact on the performance of JU-OCR2 character recognition system 

(e.g. JU-OCR2 can tolerate text slant but cannot handle multiple lines of text). The 

complexity of many of these problems are much greater than the impact of the problem 
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(e.g. the struck-through text is hard to be detected and processed in cursive text and is 

rare and has minor impact on the overall accuracy of the system). In addition, the 

solution designed for one problem may eliminate or mitigate another problem due to 

similar properties of the two problems (e.g. removing pepper noise may remove or 

mitigate the bleed-through text). We avoid amplifying one problem by a solution of 

another problem by careful selection of algorithms and proper ordering of algorithms 

within our preprocessing system. 

Considering the rationale above, it is only rational that dealing with all of those 

problems is unnecessary and should be beyond the scope of this thesis. Thus, we 

concentrate the efforts in this thesis on the most common and frequent problems found 

in handwritten documents analyzed thus far and the problem that are believed to have a 

significant impact on JU-OCR2 when it is extended to handle handwritten document 

images.  

The problems included in the scope of this thesis are: 

1. Segmentation 

The selected recognition system at the core of the proposed system, JU-OCR2, is 

only capable of recognizing separate words. All the documents in MADCAT training 

set are comprised of multiple lines making segmentation at line, word, or sub-word 

levels crucial for the recognition system to be capable of processing a whole document. 

In order to ensure proper segmentation, especially if it is performed at the word 

level, intra-word spaces should be identified to avoid creating segmentation cuts at 

those spaces so we obtain the best results for the final document since, most probably, a 

space character will be automatically inserted at each segmentation-position equivalent 

after recognition takes place. 
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2. Ruled lines 

About a third of the training set documents are of lined paper (NIST, 2013b). Given 

the impact and distortion introduced by the ruled lines on handwritten text, it will 

greatly affect the horizontal projection profile (HPP) and thus the detection of the words 

baseline. Also, it will impact the features extracted from text leading to erroneous 

recognition. It is only natural that any document recognition system should be capable 

of detecting and removing ruled lines, horizontal or vertical. 

3. Skew 

It was noticed during the analysis if MADCAT training set documents that writer 

skew is common in unlined documents, and a fair share of documents suffered image 

skew. Since JU-OCR2 assumes text to be horizontal. This thesis will discuss the 

detection and correction of text lines skew. 

4. Additional problems 

One or more problems like noise removal and bleed-through text are tackled over 

the course of this thesis in order to come out with a sequence that covers the vast 

majority of problems that prominently affect HCR performance with minimal effort. 

However, due to the simplicity, clarity, and straightforwardness of those problems, they 

will not be discussed and have their related literature reviewed the way we will handle 

the abovementioned problems. Instead, only a simple process will be proposed to 

handle these problems.  

4.3 Noise Removal 

As discussed in Section ‎3.1.1, pepper noise is mainly separate scattered individual 

noise pixels as observed in MADCAT files. They mainly arise from image capturing 
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and binarization phases. However, when pepper noise is dense, some larger noise pixels 

clusters may be formed in some severe cases as shown in ‎Figure 3(c). This can be more 

clearly seen in ‎Figure 21(a), which is an enlarged version of ‎Figure 3(c). 

Noise may have considerable distortion on the image since it can affect both HPP 

and vertical projection profile (VPP). It can affect the connected component analysis, 

principal component analysis, text body extraction, and a number of other approaches 

used in document image processing.  

Examination of faint vertical lines and bleed-through text in MADCAT binary 

images shows that the lines resemble pepper noise. They are dissolved and do not form 

eight-way connected components or clusters. This essentially renders those problems 

equivalent in effect to the pepper noise. In summary, all three problems; noise, bleed-

through text and vertical lines, have the same characteristics; they all generate eight-

way disjoint pixels with occasional pixel clusters. 

Noise removal is a well-established branch in image processing with multiple 

techniques available (Motwani, et al., 2004) and (Farahmand, et al., 2013). Many of 

those techniques are readily available in image processing libraries and packages such 

as Open Computer Vision Library (OpenCV). However, taking the following properties 

into consideration simplifies the noise problem to the largest extent: 

1. Noise is mostly in the form of eight-way disjoint pixels. 

2. Images have high resolution, 5100x6600 pixels, at 600 dpi thus even the 

smallest text component is comprised of a considerable number of pixels. 

3. Noise objects sizes are mostly not comparable to text objects sizes. 
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The simplicity of the available noise, mostly pepper noise with occasional clusters, 

makes the search of a proper simple algorithm in literature not worthwhile. Instead, we 

devised the simple two-iteration morphological opening procedure to handle noise. As 

illustrated in ‎Figure 20, the first iteration with a rectangular 3x3 kernel of pixels and the 

second with 5x5 rectangular kernel to remove the remaining larger pixel clusters. 

 
Figure 20. Devised noise removal algorithm. 

As per what was discussed earlier, the algorithm we proposed expects the noise 

removal algorithm to be able to eliminate or mitigate the following problems: 

1. Pepper noise. 

2. Faint vertical lines generated during image acquisition. 

3. Bleed-through text. 

4.3.1 Performance of the algorithm 

Having a simple technique for noise removal, we are only interested in verifying 

that it would be sufficient to remove noise without loss of features of the text objects. 
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Thus, we define the performance of this algorithm as the ability to remove noise pixels 

and retain text pixels at low computational cost. 

‎Figure 21 shows the results of applying this algorithm on different cases, it can be 

noticed that all text features were maintained and only noise was removed from the 

image. It can also be noted that some residual noise remains due to the size that few 

noise clusters can grow to. We deem this residual noise inevitable yet acceptable overall 

due to their observed rareness against the additional computational effort and 

complexity that would have been needed in case we need to eliminate them. 

Having devised a simple noise removal technique, we will not need to answer the 

conditional at the beginning of the algorithm regarding text cleanliness, see ‎Figure 18. 

Instead, it shall be removed; the algorithm shall begin with unconditional noise 

removal. 

 
(a) 

 
(b) 

 
(c) 
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(d) 

Figure 21. (a) Enlarged illustration of  Figure 3(c) that shows the nature of the 

severe case of pepper noise. (b) The same portion of the image after 

applying the simple noise removal technique (c) Bleed-through text sample 

of  Figure 16 after applying the same noise removal technique. (d) Effect of 

the noise removal algorithm on types of binarized faint lines, including faint 

ruled lines. 
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5 RULED LINE REMOVAL 

Ruled lines are common in handwriting since they are designed to help people write 

straight on paper. Lined paper come in various forms and shapes. Ruled lines tend to 

connect text elements, which, if left untreated, would make the use of any connected-

components-based algorithm unreliable. This is due to the assumption that separate 

words produce separate connected components. Moreover, their presence leads to 

erroneous baseline detection and distorts the shape of any character that touches them. 

In the case of vertical ruled lines presence, different lines will be connected, thus the 

majority of foreground pixels will form a single connected component (Kumar and 

Doermann, 2011). 

In Chapter ‎3, we deduced the general properties of ruled lines in MADCAT images 

set. We survey and select here the optimum algorithm available in the current literature 

for our selected recognition system, the JU-OCR2. 

5.1 Problems to be Resolved 

Ruled lines in MADCAT files have a specific set of characteristics. However, lined 

paper images are randomly distributed among MADCAT files, we do not have any 

a priori information whether the page is lined or not. We need an algorithm that can 

handle the following: 

1. In case ruled lines are present, the algorithm should be able to handle them 

without distorting the text characters. 

2. The algorithm should be able to handle different grades of line degradation as 

illustrated in ‎Figure 8. 

3. The algorithm should not have any effect on unlined pages; this can mainly be 

achieved in case a proper and non-destructive detection algorithm is utilized. 
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4. Can handle both horizontal and vertical ruled lines. Nevertheless, this is not 

mandatory because some simple techniques exist which expand the capability 

of the algorithms to process horizontal ruled lines to vertical ruled lines. For 

example, the image can be rotated 90 degrees and reprocessed by the same 

algorithm. 

5.2 Approaches to Ruled Line Removal 

Current literature concerning document images ruled line removal offers multiple 

approaches to the matter. Ruled line removal approaches can be generally classified into 

two categories; model-based and heuristic-based (Kumar and Doermann, 2011) we 

survey the available approaches in the coming part based on the general approach to 

detection/removal of ruled lines. 

5.2.1.1 Run-length analysis 

Blumenstein, et al. (2002) proposed a simple straight line removal technique that 

basically depends on the run-length of straight line strokes in word images. Removal is 

based on the average thickness of the line strokes. The algorithm is sensitive to noise 

that may lead to failures in line removal. 

Arvind, et al. (2007) proposed a line removal system in which documents go 

through four steps. First, the document image is cleaned of noise then the image is 

segmented into blocks. Entropy and horizontal projection profiles are used to de-skew 

each block. Lines are then detected using the projection profiles and run length analysis. 

After lines are removed, strokes are detected and corrected for gaps created by line 

removal. The minimum stroke-line angle that can be detected and corrected is 10 

degrees. 
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5.2.1.2 Hidden Markov Model 

Zheng, et al. (2005) proposed an algorithm for detection of parallel lines without 

removal. The algorithm first roughly filters text components using Directional Singly 

Connected Chain (DSCC) to minimize text interference with lines, then the image is 

deskewed And the horizontal projection profile is calculated. The authors modeled the 

resulting horizontal profile with a trainable hidden Markov model that was decoded 

using Viterbi algorithm to find the optimum positions of the ruled line, simultaneously. 

The algorithm is robust against line degradation. 

5.2.1.3 Linear Subspaces 

Abd-AlMageed, et al. (2009) used a set of empty lined images to incrementally 

construct the vertical and horizontal lines subspaces representation. Moment and 

histogram-based features are later extracted from the test images. Feature vector is then 

projected on the subspace model. Pixel classification as ruled line pixel or text pixel is 

based on the reconstruction error; if the error is larger than an experimentally-

determined threshold, the pixel is a foreground pixel. Otherwise, it is part of a ruled 

line. 

5.2.1.4 Projection profiles analysis 

In the method proposed by (Cao, et al., 2009), pepper noise is first removed by 

morphological opening operation followed by filtering connected components smaller 

than (
 

  
    )

 

 where dpi is the image pixel density in dots per inch. For ruled line 

detection, the image is split into 10 vertical strips and the local maxima of the HPP of 

each strip are found. The peaks which were detected in at least six stripes with similar 

heights are elected as valid ruled lines. The ruled lines height is estimated empirically. 

The height of the ruled line is increased a little to accommodate the noise contiguous to 
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the ruled line. The skew angle is estimated using the information obtained through the 

line detection phase by‎calculating‎the‎slope‎angles‎between‎each‎line’s‎pixels‎detected‎

in‎the‎HPP’s‎of‎the‎strips‎and‎finding‎the‎most‎frequent‎slope‎angle,‎which‎is‎equivalent‎

to using the mode of the slope angles. Three simple heuristic approaches are then used 

to tackle the common text strokes disfigurations accompanying most line removal 

processes, namely, broken strokes, thinned strokes, and broken baselines. 

Shi, et al. (2010) based their algorithm on local profiling of the document image. 

They applied the   adaptive local connectivity transform using the fuzzy run-length as 

proposed by (Shi, et al., 2005) where the image is transformed based on the value of the 

neighboring pixels of a foreground pixel in a given direction; horizontal or vertical. To 

detect the ruled lines, the transformed image is binarized using a modified local 

thresholding algorithm. Linear regression is then used to reconstruct the ruled lines and 

group broken segments of each ruled line. Assuming that text/ruled line overlap areas 

are generally thicker than ruled lines themselves, lines are then removed using vertical 

run-length‎ analysis‎ of‎ the‎ lines’‎ pixels‎ at‎ the‎ original‎ image.‎ The‎ algorithm‎ does‎ not‎

affect images with no ruled lines. 

Kavallieratou, et al. (2011) method uses the common properties ruled lines have 

like uniform width, consistent spacing, and position relative to text. Without prior 

preprocessing, this algorithm first computes the upper profile of the image; i.e. the first 

black pixel on each column, starting from the top. If a considerable amount of pixels in 

the top profile of the image vary vertically by 0 or 1 pixel from the adjacent cell, then 

ruled lines are detected, regardless of their skew. The thickness of the ruled line is 

estimated. Then the top left point of the first detected segment is chosen as the first 

point. The top right point of that segment is the second point. The third point at the 

other end of the document is calculated by posing the determinant of the three collinear 
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points equal to zero. The detected ruled line is then deleted. The image is then whitened 

for an area of five lines thickness and the whole process is repeated to detect and 

eliminate the next ruled line. For vertical lines, the image is rotated 90 degrees and the 

whole algorithm is repeated with the exception that vertical lines spacing can be 

narrower. Noise can affect the performance of this approach. 

Kumar and Doermann (2011) presented a fast way to compute Horizontal 

Projection Profile and Vertical Projection Profile features using integral images 

introduced by (Viola and Jones, 2004). The projection profiles are then fed to one of the 

most popular methods for supervised classification, Support Vector machine (SVM) for 

the pixels to be classified into text pixels or ruled line pixels. To reduce the number of 

pixels used in training of the SVM, they applied a data selection method based on 

incremental subspace learning. 

5.2.1.5 Hough transform and multi-line regression  

Lopresti and Kavallieratou (2010) proposed a simple robust method utilizing the 

common properties of ruled lines such as predictable spacing, uniform thickness, 

brokenness in binarized images is due to their original light color, and that ruled lines 

commonly overlap with text. The algorithm starts with examination of the left and right 

columns of the image with black pixels to estimate the thickness of the ruled lines. Pairs 

of endpoints for each line are then assigned from the left and right edges. The straight 

line equation        is then used to in conjunction with the line thickness to find 

and eliminate lines pixels. Separation between ruled line and text pixels is based on the 

assumption‎ that‎ text‎ stroke’s‎ thickness‎ is‎ greater‎ than‎ that‎ of‎ a‎ ruled line’s.‎ Post‎

processing helps dealing with lines with deteriorated edges. The proposed process has 

no effect on unlined pages and thus requires no prior discrimination. 
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Chen and Lopresti (2014) proposed a model-based algorithm that uses Hough 

transform to detect ruled lines. The ruled lines model properties are then utilized to 

detect the ruled lines that were missed. The authors employ multi-line linear regression 

to estimate model parameters. 

5.3 Ruled Line Removal Algorithms Evaluation and Selection 

‎Table 1 shows a summary of the evaluation results of each of the approaches 

described earlier. In concept, all the approaches have shown varying degrees of positive 

and promising results. It has to be noted though, looking at the table below, that there is 

no common standard that the authors used for performance evaluation of their 

respective approaches. Some authors tested their methods at pixel level using accuracy, 

others using F-score while some linked their line removal approach to an existing 

character recognition system and investigated the impact on the word error rate (WER). 

One other difference in their performance evaluation approaches is the significant 

differences in the test samples used. 

Table 1. Ruled Line Detection and Removal Methods Summary 

Reference 
Technique/ 

method 

Performance Evaluation 
Notes 

Result Test Sample 

Zheng, et al., 

2005 

Hidden Markov 

Model 
96.8% 

Tested on 1596 lines in 68 

Arabic handwritten 

images (2274 lines were 

used for training) 

- Ruled lines 

detection only 

- No removal 

and strokes 

regeneration 

offered 

Abd-Almageed, 

et al., 2009 
Linear Subspaces 

88% 

Accuracy 

50 Arabic handwriting 

documents 

- Ruled lines 

detection only 

- No removal 

and strokes 

regeneration 

offered 

Kumar and 

Doermann, 2011 

Projection Profile 

with trained SVM 
91.4-94% 

Around 18 images of 

constructed images and 

real document images 

- Ruled lines 

detection only 

- No removal 

and strokes 

regeneration  



47 

Reference 
Technique/ 

method 

Performance Evaluation 
Notes 

Result Test Sample 

Chen and 

Lopresti, 2014 

Multi line 

regression model 

with the global 

solution of the 

least square error 

95% detection 

accuracy 
100 documents 

- Ruled lines 

detection only 

- No removal 

and strokes 

regeneration 

Blumenstein, et 

al., 2002 

Run-length 

analysis 
97.16% 

Tested on the 317 word 

images from CEDAR 

benchmark database of 

handwritten cursive words 

No regeneration 

of text strokes 

Kavallieratou, et 

al., 2011 

Top profile 

analysis and the 

fact that the 

determinant of 

three collinear 

points is zero 

Precision: 

0.81% 

Recall: 0.92% 

100 pages of different 

languages 

No regeneration 

of text strokes 

Shi, et al., 2010 

Directional Local 

Profiling for 

detection 

For removal, 

adaptive vertical 

run-length search 

98% 

274 MADCAT images, 

155 of which include 

ruled-lines 

Assumes that 

text strokes are 

thicker than 

ruled lines 

Lopresti and 

Kavallieratou, 

2010 

Multi-line 

Interpolation 

Precision: 

96% 

Recall: 90% 

F1: 93% 

20 synthetic images of 

Arabic text 

Assumes that 

text strokes are 

thicker than 

ruled lines 

Cao, et al., 2009 

Projection Profile 

of image 

segments 

 

WER was 

reduced from 

47.8% to 

35.2% 

 

Pixel-level 

mismatch: 

2.07%  

The algorithm was used in 

conjunction with a 

recognition process 

proposed by (Natarajan, et 

al., 2007) 

 

Pixel-level mismatch 

measured on a single 

synthetic image 

- De-skews 

lined pages 

- Robust against 

broken ruled 

lines 

- Has no effect 

on unlined 

pages 

- Handles 

vertical and 

horizontal lines 

- De-noises 

images 

- Works with 

high resolution 

images 

Arvind, et al., 

2007 

Run-length 

analysis 

86.33% 

Accuracy 
300 English documents 

Includes: 

- De-noising 

- Line removal 

- Regeneration 

of strokes that 

intersect the 

ruled lines at 

angles greater 

than 10 degrees 
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Bearing in mind that all approaches have competitive results in line removal, we 

will base our selection on the features and functionalities offered by each of these 

approaches and how they can benefit our selected recognition system, JU-OCR2. The 

algorithm that would meet all the requirements and offer the most features shall be 

selected for line removal. 

Some of the algorithms only offer detection of the ruling lines without any 

accompanying removal technique (Zheng, et al., 2005), (Abd-AlMageed, et al., 2009), 

(Kumar and Doermann, 2011), and (Chen and Lopresti, 2014). Those algorithms are 

excluded and are not suitable for our preprocessing system. 

Other algorithms perform line removal but ignore the regeneration of text strokes 

that originally overlapped the lines, resulting final text distortion (Blumenstein, et al., 

2002) and (Kavallieratou, et al., 2011). This is also a critical requirement that is not met 

in these algorithms and thus are not suitable for our system. 

Some algorithms have based their line removal techniques on the assumption that 

text strokes are thicker than ruled lines (Shi, et al., 2010) and (Lopresti and 

Kavallieratou, 2010). During the study of MADCAT set, it was found that this is not 

always the case and that text could sometimes be written with some thin strokes 

depending on the writing tool and the writer style. Thus, this assumption is considered 

impractical for our case of study since our preprocessing system should be robust 

against writer style variations. These approaches are not suitable for our system also. 

Among the two remaining methods, the process proposed by (Cao, et al., 2009) is 

preferred over the one proposed by (Arvind, et al., 2007) due to the completeness of the 

features package in the former. While the latter only features de-noising and 
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regeneration of strokes that intersect the ruled lines at angles greater than 10 degrees, 

Cao, et al. (2009) line detection/removal process includes: 

1. De-skewing for lined pages 

2. Robustness against broken ruled lines 

3. No effect on unlined pages 

4. Handling of vertical and horizontal lines 

This process was also designed to handle high-resolution images like MADCAT set 

images. The process achieves all the requirements set earlier and is thus selected as the 

line removal technique in our system. 
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6 SEGMENTATION 

Having the image de-noised, ruled lines cleaned, all document images at this stage 

are equivalently comprised of text lines that need to be segmented in order to be fed to 

the JU-OCR2 for processing. 

6.1 Problems to be Resolved 

The selected segmentation system is expected to be able to be able to resolve the 

following issues; 

1. Perform line and word segmentation. JU-OCR2 only recognizes single words. 

2. Should handle consecutive lines overlapping and handle touching lines and split 

components stretching between two consecutive lines. 

3. Properly handle crammed lines where lines are close to each other as illustrated 

in ‎Figure 12(c).  

4. Assign diacritics and secondary components to their corresponding lines/words. 

6.2 Approaches to Segmentation 

The following is a brief description of the segmentation approaches available in 

literature. 

Amin and Al-Sadoun (1992) described a method for segmenting letters of printed 

Arabic text. At the preprocessing phase, image is thinned using binary tree tracing. A 

3x3 window sliding from right to left is used to create the binary tree and generate 

modified Freeman code that describes the thinned image. The binary tree is then 

minimized and segmented. Tree traversal is later used to identify segmentation points. 

Tree is segmented such that each letter is contained in one or more sub-trees. 
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Motawa, et al. (1997) method started with binarization followed by slant detection 

using the morphological erosion operation with a structuring element that depends on 

the average thickness of the word. The average slope of all strokes is then calculated to 

find the overall slope of the text. Slant correction is done by transforming pixels based 

on the slope of the processed image. After preprocessing, connected components are 

used for segmentation based on the assumption that Arabic characters are connected by 

horizontal lines, namely, baselines. Thus, the following is done; text is smoothed out 

and noise is reduced by filtering. Singularities are then found by opening while 

regularities are found by subtracting the singularities from the document. The 

segmentation points are determined by scanning the regularities. 

Manmatha and Srimal (1999) proposed the use of scale space techniques in word 

segmentation for the first time. At the preprocessing stage, vertical and horizontal lines 

caused by photocopying are removed. To perform the line segmentation, the horizontal 

profile for the greyscale image is calculated then smoothed by applying a Gaussian filter 

to reduce the sensitivity. Local maxima, which indicate spaces between lines, are then 

found by determining the location at which the derivative of the smoothed profile equals 

zero. Blob analysis stage was next, at which, instead of using Laplacian of a Gaussian 

(LOG) to create blobs in each line’s image, they used an anisotropic differential 

operator to form the blob. The use of anisotropic filtering rather than isotropic filters is 

due to the fact that the scale of most words is larger in the x-axis than in y-axis. After 

blob scaling by using appropriate values for the anisotropic filter, each blob would 

comprise a whole word. The word images are then extracted using the bounding boxes 

for each blob. 

Tripathy and Pal (2006) line segmentation method is done following these steps; 

first, the text image is divided into vertical stripes of width that is almost equal to the 
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word length. The word length is estimated from the document image itself. Then piece-

wise separating lines (PSL) are computed from each of these stripes by finding the zero 

values of the histograms. The potential PSLs are computed from the PSLs obtained in 

the second step by finding the normal distances between PSL's in each stripe, the 

distances are found for all stripes, the upper PSL of each pair of PSLs spaced by less 

than the statistical mode of the measured distances are then eliminated. The rightmost 

top potential PSL is chosen and extended from right to left to the previous stripe 

depending on the normal distance with other PSLs in the previous stripe. Also in this 

step, lines connecting consecutive PSLs are detected and separated. This right-to-left 

PSL extension and joining procedure continues until the left boundary of the left-most 

stripe is reached. The length of the line drawn is checked whether it equals the width of 

the document. If yes, the algorithm proceeds to the next step. Otherwise, PSL line 

extension is done to the right until the right boundary of the document is reached. The 

next step is repeating the steps concerning PSL selection and extension for the potential 

PSLs not considered for joining thus far. Once there are no more PSLs for joining, the 

line segmentation is complete. Word segmentation utilizes the vertical projection 

scheme for each line. To overcome line strokes that could reduce the inter-word 

distance, the authors utilize round-like general shape of Oriya language characters and 

use the distance between uppermost and lowermost black pixels in each column of the 

line to sort out the single strokes that should be considered as spaces. 

Srihari, et al. (2006) segmentation process, which is also used in (Ball, et al., 2006), 

starts by finding all connected components (CC) and enveloping them with convex 

hulls. Minor CCs are merged with major ones into clusters. Internal minor CCs are 

ignored as gaps are indifferent to them. The width and height are checked for each 

segment‎ to‎ look‎ for‎a‎ separate‎ ‘Alef’‎character‎which‎ implies the beginning of a new 
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word. Nine features are extracted for each pair of clusters. The feature vector is then fed 

to a neural network to classify the gap as intra-word or inter-word gap. 

Kumar, et al. (2007) segmentation method breaks the image into three parts: text 

part, picture or graphical part, and background part. It employs global matched wavelet 

filters tuned using 3000 images of pure text and pure non-text. The results are then 

classified using Fisher classifier to determine if each pixel is a text or non-text pixel. 

The results are then post-processed using Markov random fields (MRF) formulation-

based pixel labeling to form contextual information that can be used to correct the 

misclassification, thus enhancing the segmentation results. 

Bulacu, et al. (2007) designed an algorithm to work for the archive of the cabinet of 

the Dutch Queen, Kabinet der Koningin (KdK), whose documents have a fixed format 

and were written and kept carefully. The pages and lines have negligible skew. The 

algorithm first combines the HPP, ink-paper transitions, and ink run-length to correctly 

detect the text lines and eliminate any over-detection of lines due to the occasional 

horizontal dashes. The initial line segmentation locations are then used as starting points 

for the droplets path. The text is dilated in order to restore stroke continuity in case the 

ink was faint and to keep the droplet path away from text. The droplet then starts the 

path‎and‎uses‎Moore’s‎algorithm‎to‎follow‎the‎contours‎of‎the‎ascenders‎and‎descenders 

with two radial sweeps; clockwise and counter clockwise to search for contour 

direction. The search fails if the contour reaches the level with maximum HPP value in 

the line. In this case, the line is split where the droplet path initially intersected with it. 

Zheng, et al. (2008) questioned the robustness of connected component-based 

algorithms of segmenting text lines against touching lines. They believe that it should 

be treated probabilistically. The initial assumptions of the algorithm are: binary image 
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used, orientation of text lines is locally uniform, and skew is less than ±10
o
. Since the 

probability of a pixel to be black is higher at the center of a text lines than on the gaps 

between lines, they estimated the probability map of the image which is equivalent in 

effect to blurring the image with an anisotropic Gaussian kernel. To minimize 

computational cost, the support region of the Gaussian kernel is often truncated in 

discrete implementation with a window size of three standard deviations for x and for y 

to minimize truncation error. To obtain a unique segmentation of each line after 

blurring, the authors used a level set technique instead of the error-prone thresholding 

tehcnique. For blurred images, the estimated initial boundary should evolve into its final 

state in guidance of a partial differential equation. The algorithm utilizes a priori 

knowledge that the text lines are usually spread in the horizontal direction. Evolution 

iterations stop when the difference between iteration is small or after the maximum 

number of iterations is reached. To overcome the fragments issue resulting from 

massive within-line spacing, rule based post processing approach is implemented to link 

the isolated fragments. 

Du, et al. (2008) procedure is comprised of three main steps: blurring the text image 

to enhance text lines, segmentation of text lines by the Mumford-Shah model (Mumford 

and Shah, 1989), and text line detection by morphing approach. The Mumford-Shah 

approach is region-based; the solution tries to find the piecewise smooth approximation 

of each region, text line and background, present in a given image. Segmentation, or as 

viewed in terms of Mumford-Shah, finding the boundary of each region, depends on 

minimizing the Mumford-Shah energy functional instead of evolution steps. The 

procedure uses the piecewise linear approximation of the Mumford-Shah model 

proposed by (Chan and Vese, 2001) which requires solving only one partial differential 

equation (PDE) to minimize the energy functional. Based on the assumption that text 



55 

lines are horizontal, a rectangular window is used to blur the text with Gaussian filter to 

enhance text lines. Morphing is used to remove overlaps and connect broken lines by 

first shrinking/eroding the text line region along the horizontal direction to eliminate the 

connections between successive lines. Then they prolonged/dilated lines in horizontal 

direction more than they already shrunk so they connect horizontally spaced line 

fragments and finally shrinking lines back to their original size. A comparison is then 

made to sort out noise lines by height. The authors selected the same parameters for all 

experiments. 

In the method proposed by (AlKhateeb, et al., 2009), baseline is detected by finding 

the peak of horizontal projection at the lower half of the line. CCs are bound by 

rectangles using an iterative method that scans the eight neighbors of each pixel for 

connectivity check in the binary image and consequently expanding the bounding box if 

any two neighboring pixels were found‎to‎be‎black.‎CC’s‎overlapping‎in‎the‎x-axis are 

then merged to form combined larger components. Distance between pairs of successive 

sub words is then calculated. Word separation is done using vertical histograms; word 

and sub-word distances are identified by the amount of space (distance) between groups 

of peaks along the x-axis of the histogram. Gaps lengths are determined by the length of 

zero sequence in the histogram matrix. Threshold between intra-word distance and 

inter-word distance was manually calculated using the Bayesian criterion of minimum 

classification error applied on 100 images with 250 words. Segmentation of words is 

simply achieved by comparing the distance value with the threshold value. 

Kumar, et al. (2010) proposed a novel method to segment a document image into 

text lines. Their method starts with finding the connected components and excluding the 

diacritic components based on CCs characteristics. The local orientation is then 

calculated for each component using the piece-wise linear approximation. Breadth-first 
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search and affinity propagation are then used to form and extract the coarse text lines. 

Projection profile analysis is then used to detect and correct errors of overlapping lines. 

The last step is to assign diacritics and accents to their corresponding text lines using a 

rule-based algorithm that relies on the distance between diacritics and the text line or the 

orientation line. 

Boiangiu, et al. (2014) approach is based on the hypothesis that information energy 

of a pixel indicates the contribution (i.e. information content) of this pixel to the content 

of the document. Text lines areas have high information energy while spaces between 

lines have low energy content. This algorithm uses a window-based method to calculate 

the information energy map of an input document. Line segmentation is performed then 

by finding the minimal energy values within the energy map. 

Surinta (2014) proposed a method in which the document image is first binarized 

using‎ Sauvola’s‎ algorithm (Sauvola and Pietikäinen, 2000). The document image is 

divided into chunks. A smoothed HPP is calculated for each chunk. The valleys in each 

chunk are considered the starting point for the text lines. A straight line is generated at 

the starting state points between the beginning and the end of each line. The image is 

then rotated 90 degrees. Starting from the starting states, an artificial water droplet is 

moved from the top to the bottom of the page around the straight line and the 

contiguous ink. Droplet path is governed by the lowest cost path to stay as far as 

possible from ink and in the same time tries to take the shortest path. The final path of 

the droplet is considered the separator between the two consecutive text lines. 

6.3 Segmentation Algorithms Evaluation and Selection 

‎Table 2 shows a summary of the evaluation results of each of the segmentation 

approaches described in the previous section. As noted before, there is no common 
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standard that the authors took for evaluating performance of their respective approaches. 

Some authors did not provide quantitative evaluation and some others tested their 

methods at pixel level using accuracy. Also, there are significant differences in the test 

samples size and nature. 

Table 2. Segmentation Methods Summary 

Reference Technique/method 
Performance Evaluation 

Notes 
Result Test Sample 

Amin and 

Al-Sadoun, 

1992 

Segmentation to 

candidate letters using 

binary tree and Freeman 

code 

N/A N/A 
No performance 

results available 

Du, et al., 

2008 

Text line segmentation 

Script independent using 

the Mumford-Shah 

model and morphing to 

remove lines overlap and 

connect broken ones 

N/A N/A 
No performance 

results available 

Boiangiu, 

et al., 2014 

Segmenting text lines 

using information energy 

of pixels 

No numeric 

results 

provided 

Around 500 document 

images; handwritten 

and printed 

No performance 

results available 

Motawa, et 

al., 1997 

Segmentation to 

candidate letters using 

mathematical 

morphology tools 

Up to 81.88% 

of good 

segmentation 

(character 

level) 

Few hundred words 

written by different 

scribes ranging from 

poor to acceptable 

quality 

- Does not 

include line 

segmentation 

- Performs letter 

segmentation 

which is already 

done in JU-

OCR2 

Dinges, et 

al., 2011 

Segmentation to 

candidate letters 

Identification of single 

letters 

Recognition: 

Up to 88.01% 

Author’s‎database: 323 

words each written by 

12 subjects 

For testing, they used 

200 words from a 

different writer than 

the one used for 

training 

- Segmentation 

to candidate 

letters 

- No word 

segmentation 

- No line 

segmentation 

Kumar, et 

al., 2007 

Text body segmentation 

using a global matched 

wavelet filters 

84.8% 

segmentation 

precision rate 

27 images 

The algorithm is 

for text body 

extraction out of 

images with 

graphical 

content. It does 

not handle line 

or word 

segmentation 
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Reference Technique/method 
Performance Evaluation 

Notes 
Result Test Sample 

Tripathy and 

Pal, 2006 

Segmenting documents 

into lines and words 

Water reservoir concept-

based scheme for 

segmentation 

On 984 lines: 

100% accuracy 

 

On 290 lines: 

97 – 99.9% 

accuracy 

 

On 353 lines: 

<97% accuracy 

1627 lines 

Handles skewed 

and crammed 

lines but uses 

Oriya-specific 

text features that 

do not apply to 

Arabic text for 

word 

segmentation 

Al-Dmour 

and Fraij, 

2014 

HPP for line extraction. 

Columnar projection 

profile (CPP) for 

connected components 

and gaps extraction 

Clustering to find the 

thresholds of within-

word gap, between words 

gap, letter, sub-word and 

word lengths thresholds 

84.8% correct 

segmentation 

with FCM 

clustering 

AHDB; 25 images 

were used for different 

writers 

- HPP is used for 

line 

segmentation 

which creates 

hard 

segmentation 

lines that split 

words 

components 

between lines 

and does not 

tolerate image or 

writer skew 

- Does not 

include 

processing to 

diacritics 

Manmatha 

and Srimal, 

1999 

Space scale techniques 

for segmenting words 

87% correct 

segmentation 

Around 30 gray level 

images randomly 

picked from different 

sections of the George 

Washington Corpus of 

6400 document images 

- Does not 

handle touching 

lines as it 

eventually uses 

connected 

components to 

separate words 

- Ascenders and 

descenders may 

be lost during 

line 

segmentation 



59 

Reference Technique/method 
Performance Evaluation 

Notes 
Result Test Sample 

Bulacu, et 

al., 2007 

Droplet line 

segmentation 

62 missed 

(0.2%) 

173 over-

detected 

(0.5%) 

 

Total error 

(0.7%) 

Accuracy 

(99.3%) 

32816 lines in the 

KdK collection 

- Handles 

touching lines 

- Assumes the 

text is neat thus 

uses the 

horizontal 

projection profile 

to determine the 

starting point of 

line 

segmentation, 

this is not always 

true in random 

handwritten 

documents with 

crammed lines 

- Does not 

perform word 

segmentation 

- Customized for 

the KdK 

Li, et al., 

2008 

Text line segmentation 

Script independent using 

PDF of the image and the 

level set method 

Pixel hit rate: 

With ruled 

lines: 98% 

Freestyle: 93% 

Results are based on 

100 document images 

The UMD test data set 

(7,528 handwritten 

documents in 9 scripts 

(Cyrillic, Greek, 

Hebrew, Hindi, 

Korean, Japanese, 

Persian, Chinese, and 

Thai) scanned at 

300dpi) 

 

Also a collection of 

166,071 Arabic 

documents were 

collected for the 

experiments 

- Handles 

touching lines  

- Language 

independent 

- Does not 

perform word 

segmentation 

- Does not 

include 

processing to 

diacritics 

Surinta, et 

al., 2014 

A* path planning – 

artificial intelligence 
99.8% 

1429 lines from the 

Saint Gall dataset and 

on 995 lines from 

Monk Line 

Segmentation (MLS) 

data set 

- Handles 

crammed and 

touching lines 

- Sensitive to 

skew 

- No word 

segmentation 

- Does not 

include 

processing to 

diacritics 
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Reference Technique/method 
Performance Evaluation 

Notes 
Result Test Sample 

Kumar, 

et al., 2010 

Graph-based; calculating 

similarity between text 

components based on 

local orientation 

detection and shortest 

path in graphs then using 

these similarities to 

cluster the text 

components using 

Affinity propagation and 

Breadth-first search 

96% accuracy 
125 Arabic document 

images 

- Line 

segmentation 

- No word 

segmentation 

- Tolerates, 

detects, and 

corrects writer 

skew 

- Assigns 

diacritics to their 

words 

- Handles 

touching and 

crammed lines 

AlKhateeb, 

et al., 2009 

Single text line images 

only 

 

Baseline detection: Peak 

of horizontal line in the 

lower half of the line 

Segmentation: Vertical 

projection with a 

manually set threshold 

Assumes the line is 

straight 

Segmentation: 

Correct: 85% 

Under-segm: 

9% 

Over-segm: 4% 

Misplaced: 2% 

Baseline detection: 

IFN/ENIT: the first 

1000 from sets a, b, c, 

and d: total is 4000 

images 

 

Segmentation: 

500 images 

- No line 

segmentation, 

only word 

segmentation of 

a single line 

- Does not 

include 

processing to 

diacritics 

Srihari, et 

al., 2006 

Paper is about word 

spotting but for word 

segmentation: feature 

extraction and neural 

network 

60% using a set 

of 7 extracted 

features 

 

Higher 

performance 

can be 

achieved using 

a more 

complex set of 

features 

A database of 20,000 

word images contained 

in 100 documents; 10 

writers writing 10 

documents each 

- Line 

segmentation is 

not discussed in 

the paper, thus 

we assume that it 

may not be 

capable to handle 

crammed and 

touching lines 

- Diacritics are 

not assigned to 

words 

We aim to select an algorithm with good segmentation results and that achieves all 

of the requirements listed in Section ‎6.1.  

The systems proposed by (Amin and Al-Sadoun, 1992), (Du, et al., 2008), and 

(Boiangiu, et al., 2014) do not have performance evaluation. We cannot speculate their 

performance and thus we exclude them from our selection. 
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Some techniques are designed to perform character segmentation. This is not 

required to avoid the function duplication as it is already performed by JU-OCR2. We 

exclude the systems proposed by (Motawa, et al., 1997) and (Dinges, et al., 2011). 

The system proposed by (Kumar, et al., 2007) is designed for text body extraction 

out of images that contain graphical content. It does not handle line or word 

segmentation. Therefore, it is not suitable for our case of study and is excluded. 

Tripathy and Pal (2006) system handles skewed and crammed lines but uses 

Oriya-specific text features that do not apply to Arabic text for word segmentation like 

the water reservoir technique for word separation. It is also excluded. 

Each of the remaining algorithms performs either line segmentation or word 

segmentation. We are thus forced to combine a selected line segmentation algorithm 

with a word segmentation algorithm.  

6.3.1 Line segmentation algorithm 

Al-Dmour and Fraij (2014) line segmentation algorithm uses an enhanced HPP for 

line segmentation. Unavoidably, this creates hard straight segmentation lines that split 

parts of words components like ascender or descenders between different lines. This 

could form a problem to the word segmentation and recognition algorithm that follow as 

those split components may be processed as secondary components. In addition, this 

method does not include processing to diacritics. This approach is excluded. 

Manmatha and Srimal (1999) system is unable to handle touching lines as it 

eventually uses connected components to separate words. Also, ascenders and 

descenders may be lost during line segmentation. This does not meet the requirements 

in section ‎6.1 and thus should be excluded. 
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Bulacu, et al. (2007) algorithm yielded outstanding results and could handle 

touching lines but it was custom-built for the KdK documents which have a strict 

document layout and are extremely tidy. This is not the case in many of the documents 

of the MADCAT set. The lines do not always start at the same point, images and lines 

suffer from skew, and lines can be crammed into a small space. Those problems are not 

accounted for in the algorithm and would degrade its performance in case applied to 

MADCAT. It is also excluded. 

This leaves only three line segmentation approaches that could handle the 

requirements of Section ‎6.1 for line segmentation (Li, et al., 2008), (Surinta, et al., 

2014), and (Kumar, et al., 2010). 

As they all have shown competitive results, however, (Li, et al., 2008) disregards 

the assignments of diacritics to their respective lines, this creates problems especially 

when dealing with crammed lines, this violates the third and fourth requirements set in 

section ‎6.1. we have selected the approach presented in (Kumar, et al., 2010) since it is 

more suited for Arabic text documents and for the JU-OCR2 as it takes into account the 

languages diacritics and assigns them to their corresponding lines instead of being left 

unprocessed. Also, fortunately, this algorithm contains a complete de-skewing process. 

Skew angle is calculated for each part of line to find the local orientation and the image 

can be easily corrected based on this information. Surinta, et al. (2014) algorithm can be 

sensitive to skew as the water droplet may take a route that crosses a skewed line in its 

search for the least costly path causing wrong segmentation. 
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6.3.2 Word segmentation algorithm 

The line segmentation algorithm we have selected segments the skewed lines into 

straight lines and assigns the diacritics to each line. Thus we do not need a complex 

word segmentation technique. We only need an algorithm that performs well. 

Only two word segmentation algorithms remain, (AlKhateeb, et al., 2009) and 

(Srihari, et al., 2006). Bearing in mind that we only need a simple system since the line 

segmentation method does most of the work. Performance will be our only selection 

criteria for word segmentation. We select the approach of (AlKhateeb, et al., 2009) 

since it outperforms the other approach with 85% accuracy compared to 60% for the 

approach of (Srihari, et al., 2006). 
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7 RESULTING SYSTEM  

The selections that we have made alter the original expected flow of the 

preprocessing system. ‎Figure 22 shows the modified flow diagram of the preprocessing 

system. 

The preprocessing system is designed and selected to handle the problems found on 

MADCAT image set: pepper noise, vertical lines, lined paper, text lines overlapping, 

skew, and bleed through text. With the aid of JU-OCR2, the integrated system is also 

expected to handle slant and intra-word spacing. 

 

 

Figure 22. The proposed flow diagram of the preprocessing system. 
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The system starts with the simple noise removal algorithm that was proposed in 

Section ‎4.3. This algorithm includes two consecutive morphological opening operations 

with 3x3 and 5x5 structuring elements. Since bleed-through text and faint vertical lines 

share the attributes of pepper noise, the noise reduction system is capable to solve these 

three problems.  

The ruled lines removal algorithm comes next. It starts with skew detection and 

correction of the page skew of the lined pages. The ruled lines are then detected and 

removed. Text strokes affected by the removal of the ruled lines are reconstructed 

regardless of the width of the text stroke or the intersection angle between the text 

stroke and the ruled line. This algorithm has no effect on unlined pages. 

After the execution of the ruled lines removal algorithm, if the image was originally 

lined, then it would be free of noise, skew, and ruled lines. Otherwise, it will only be 

free of noise. 

Then the text line segmentation algorithm is fed a general document that is free of 

noise and ruled lines. However, if the document is not originally lined, then it is not 

corrected for skew. The algorithm tracks each text line in the document and determines 

the local skew along different parts of the line. This is used to correct the page skew and 

writer skew at the same time. The lines are then extracted with no skew. 

Having most of the problems handled, the word segmentation algorithm is fed 

images of individual lines that are free of noise and ruled lines. This significantly 

simplifies the operation of the word segmentation algorithm. The selected word 

segmentation algorithms only analyzes the VPP of the text line image and sorts the gaps 

to inter-word or intra-word gaps based on the gap size. This ends the function of the 

segmentation and preprocessing system. 
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The proposed system is fed document images of a single text body. It performs the 

necessary operations to output a sequence of single word images that are fed to the 

recognition system, JU-OCR2 that can handle single words. Thus, expanding the scope 

of the system from single word recognition to document recognition. 
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8 CONCLUSIONS, RECOMMENDATIONS, AND FUTURE 

WORK 

In this thesis, we have identified the set of issues that a handwritten document 

image preprocessing system needs to handle by investigating a large set of handwritten 

document images, the MADCAT data set. Among the problems are the pepper noise, 

vertical scan lines, and bleed-through text. These problems were found to be equivalent 

in effect and were processed by a simple proposed noise removal algorithm.  

Other problems included lined paper, skew, text segmentation at line and word 

levels, slant, external graphical elements, and writing errors. We concentrated our 

research on the most common problems and the ones with greatest impact on the 

performance of JU-OCR2 in recognizing Arabic handwritten words. 

Then we investigated the preprocessing approaches available in attempt to extend 

the scope of the selected recognition system, JU-OCR2, from word recognition to 

document image recognition that could resolve the most common preprocessing issues 

and the ones with the deepest impact on the performance of the JU-OCR2; 

segmentation, nondestructive ruled line removal, and skew. To achieve this, we have 

based our selection of methods on approaches with high performance in their respective 

fields and tried to maximize the number of resolved issues in each approach. The 

resulting preprocessing system is selected to handle almost all the problems identified in 

the representative set of Arabic handwritten images, MADCAT set. 

The selection criteria of the ruled line removal algorithm mandated that the 

algorithm should not create or leave distortion in processed image. The algorithm 

should manage levels of ruled lines degradation. The algorithm should have no effect on 

unlined images and is preferred to handle both vertical and horizontal ruled lines. The 

algorithm should also have competitive performance results. 
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The selected algorithm, the one proposed by (Cao, et al., 2009) has shown 

promising results at pixel level (2.07% pixel-level mismatch). It offered a full package 

of features including skew detection and removal, broken ruled-lines processing, not 

affecting unlined pages, and handling vertical and horizontal lines. The algorithm is also 

designed for high-resolution images like the images of MADCAT dataset. 

The segmentation algorithm is required to handle line and word segmentation. It 

should separate touching or overlapping consecutive lines. It should be robust against 

crammed lines. It also is preferred to attach diacritics to their corresponding lines and 

words. The algorithm should also have competitive performance results. 

After reviewing the available literature, we could not find a system that meets all of 

our requirements. Hence we were forced to select a line segmentation algorithm then 

combine it with a different word segmentation algorithm. 

The selected line segmentation algorithm, the one proposed by (Kumar, et al., 

2010), has 96% accuracy score on Arabic documents. It is resilient against crammed 

and touching lines. It calculates the local skew of each line segment. It also assignes 

diacritics to their respective lines. 

MADCAT dataset contains over 42,000 images written by 355 native Arab scribes. 

The scribes were both males and females, left- and right-handed. Pens and pencils were 

used in writing. Lined and unlined paper was used in writing. Slow, normal, and fast 

writing speeds were used to create this dataset.  

By selecting only two approaches and recommending some modifications, we can 

handle noise removal, segmentation, ruled line detection, nondestructive ruled line 

removal, document skew correction, and writer skew correction in a manner that is 

compatible with JU-OCR2 and with no functionality duplication. 
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Suggested future work would be to implement the selected algorithms, integrate 

them with JU-OCR2, and fine-tune the overall performance of the system. The system 

can also be generalized to different layouts of documents. Layout analysis could expand 

the scope of the system to documents with multiple text bodies, tables, and/or graphics. 

Binarization can also be investigated to accommodate grayscale and colored document 

images.  
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ABSTRACT IN ARABIC 

 عن النظر بصرف الآلي للتعرف المكتوبة العربية للوثائق والتجزئة القبلية المعالجة

 الكاتب

 

 إعداد

 الحوراني حلمي شحده احمد

 المشرف

 عبندة علي غيث الدكتورذ الاستا

 ملخــــــــــص

 وهو نظام لتعرف الضوئي على الحروفل اممتاز افي هذه الأطروحة اخترنا نظام

(JU-OCR2 الذي يعالج التعرف على ) من أجل قبلية معالجة نظام  ثم اضفنا لهمستوى الكلمة

المشاكل التي يمكن أن  بدراسةقد قمنا ل. الوثائق العربية التعرف على صورلمستوى توسيع نطاقه 

 يواجهها نظام المعالجة المسبقة من خلال دراسة مجموعة من الوثائق العربية المكتوبة بخط اليد

الانحراف و، ةسطرالم وطالخطو، التشوشلمشاكل اهذه . وتشمل MADCATمجموعة  وهي

أخطاء وخارجية الرسومية العناصر وال يلان النصموالنص  ورشمسطر وكلما  لا والتقطيع

 وتشمل هذه تي سيتم مناقشتها في هذه الرسالةالأكثر شيوعا ال المشاكل حددنالقد الكتابة وغيرها. 

 بحثنا عن. ثم التشوش والكلمة والانحراف وإزالة سطرال وتقطيع ةسطرالم وطالمشاكل إزالة الخط

النهج لمجموعة من معايير  واخضعنا هذهلحل هذه المشاكل من الأدبيا  الموجودة. المتبعة النهج 

وتحقيق أفضل النتائج. تم تقييم جميع النهج ذا  الصلة  JU-OCR2الاختيار مصممة للتوافق مع 

 لتقطيع، وخوارزمية سطرةالم وطختيار خوارزمية لإزالة الخطتم ا لهذا التقييم. ونتيجة يا في الأدب

 تقطيعو وط المسطرةتحتوي خوارزميا  إزالة الخطحيث . ا الكلملتقطيع خوارزمية و، سطورال

 التشوشخوارزمية لإزالة  كما طورناالانحراف. زالة لإالمختارة على إجراءا  مدمجة  سطورال

نظام المعالجة المسبق المطلوب الذي يناسب نظام التعرف توصلنا إلى تعديلا  وتوصيا  لإنشاء و

JU-OCR2. 


