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Introduction 

• YouTube Video: Deep Learning with Tensorflow - 
The Recurrent Neural Network Model from 
Cognitive Class 

 

https://youtu.be/C0xoB8L8ms0 
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1. Introduction 

• Recurrent neural networks (RNNs) are used to 
handle time series data or sequences. 

• Applications: 
• Predicting the future (stock prices) 

• Autonomous driving systems (predicting trajectories) 

• Natural language processing (automatic translation, 
speech-to-text, or sentiment analysis) 

• Creativity (music composition, handwriting, drawing) 

• Image analysis (image captions) 
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2. Recurrent Neurons 

• The figure below shows a recurrent neuron (left), 
unrolled through time (right). 
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2. Recurrent Neurons 

• Multiple recurrent neurons can be used in a layer. 

 

 

 

 

 

• The output of the layer is: 
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2. Recurrent Neurons 

• Recurrent neurons have memory (hold state) and 
are called memory cells. 

• The state h(t) = f(h(t–1), x(t)), not always ≡ y(t) 
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3. Input and Output Sequences 
Lengths 
1. Seq to seq: For 

predicting the future. 

2. Seq to vector: For 
analysis, e.g., 
sentiment score. 

3. Vector to seq: For 
image captioning. 

4. Delayed seq to seq: 
For sequence 
transcription. 
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4. Training RNNs 

• Training using strategy 
called backpropagation 
through time (BPTT). 

• Forward pass (dashed) 

• Cost function of the 
not-ignored outputs. 

• Cost gradients are 
propagated backward 
through the unrolled 
network. 
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4. Training RNNs: Example 1 

• Example: Predict time series. 

• Use 100 RNN cells and one fully-connected output 
neuron. 
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4. Training RNNs: Example 1 
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Wraps 100 RNN cells to one output. 



4. Training RNNs: Example 1 
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4. Training RNNs: Example 2 

• Example: training a sequence classifier of MNIST 
images. 
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4. Training RNNs: Example 2 
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Performs fully dynamic unrolling of inputs. 
Returns all outputs and final states. 



4. Training RNNs: Example 2 
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4. Training RNNs: Example 2 
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5. Deep RNNs 
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6. LSTM Cell 

• The Long Short-Term 
Memory (LSTM) cell 
was proposed in 1997. 

• Training converges 
faster and it detects 
long-term 
dependencies in the 
data. 

• h(t) as the short-term 
state and c(t) as the 
long-term state. 
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6. GRU Cell 

• The Gated Recurrent 
Unit (GRU) cell was 
proposed in 2014. 

• Simplified version of 
the LSTM cell, performs 
just as well. 

• A single gate controls 
the forget gate and the 
input gate. 
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Exercises 

From Chapter 14, solve exercises: 
• 2 
• 3 
• 8 
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