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ABSTRACT 

 
Health care institutions need to exchange medical data and cannot work separately without 
sharing medical information. Telemedicine plays an important role in providing solutions to 
these challenges. It must be secured so that no modifications are allowed to the medical 
information during the transfer process over networks. Any implementation in secured 
telemedicine must meet the following requirements: confidentiality, integrity, and authentication. 
 
Current implementations in secured telemedicine fall into two categories: encryption-based 
secured telemedicine and watermarking-based secured telemedicine. But the encryption-based 
techniques do not include embedding the patient information inside the image and the 
watermarking-based techniques do not provide confidentiality requirement since the image itself 
is not hidden. 
 
In this thesis, three types of techniques are implemented to meet the secured telemedicine 
requirements. For the encryption approach, two algorithms are proposed which cipher the header 
and the image, and achieved the requirements. For the watermarking approach, an algorithm is 
proposed that hides the data and achieves the security requirements. A third approach is a hybrid 
technique which combines the two methods, encryption and digital watermarking together to 
increase the security.  
 
The proposed approaches were implemented and compared with algorithms from the literature in 
terms of satisfying the three requirements. Comparisons have been made with regard to detecting 
the attacks, and evaluating the correlation, entropy, peak signal to noise ratio, and execution time 
performance measurements. 
 
The results showed that the three proposed algorithms achieved the security requirements for 
secured telemedicine application. However, as an attractive point, the proposed encryption-based 
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algorithms satisfied the requirements for the header level and the image level. For the execution 
time, the watermarking technique proved to be superior over the other two approaches. As for 
the attacks detection, all schemes proved to possess a tamper detection property. In addition, the 
hybrid algorithm possesses the tamper localization attribute. The results have shown that the 
developed encryption-based algorithms have the best performance among the three proposed 
schemes. It also has specificity similar to that of the hybrid algorithm and better than that of the 
watermarking algorithm. 
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Chapter 1 

Introduction 

Since most physicians rely entirely on many types of medical images to diagnose their patients 

accurately, this led healthcare centers and hospitals to produce continuously a huge amount of 

medical images. To this end, effective health information management systems are directed by 

medical field professionals to handle the great amount of information inherited in medical 

images and this calls out for the need to protect these objects. Research is now focused on 

finding methods to solve issues related to medical images security.  This chapter introduces the 

importance of telemedicine and its current security tools in addition to different scenarios of the 

necessary requirements for such a system to be accepted by medical crew. It provides a review of 

the current approaches in the area of medical image encryption and watermarking techniques and 

how they are used to secure message transmission. After that, hybrid techniques that allow using 

encryption and watermarking for the telemedicine operation are presented. We also introduce 

and present a complete view and discussion of the security issues. a comparison study is 

presented in the related work between many tested experiments and compared with the proposed 

project. 

1.1 Importance of Telemedicine 

The most common form of medical information is medical images such as x-rays, magnetic 

resonance imaging (MRI), computed tomography (CT scan) and ultrasonic (sonography) (US) 

imaging. An x-rays medical image is an electromagnetic radiation obtained by placing the patient 

body in front of the x-ray pulse detector (Jerrold, 2002). MRI is a medical image that uses the 

property of the nuclear magnetic resonance (NMR) to visualize specific internal structure of the 
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body in details (Sheil and W. C., 2012). On the other hand, CT scan is a medical imaging 

modality where slices of specific areas of the body are got from a series of x-ray images taken in 

different directions (Diffen, 2012). Ultrasonic imaging is used to produce pictures of the inside 

of the body using high frequency sound waves (Neis et al. 2000).  

Medical images play a crucial and important role in the medical applications and need a special 

safety and acceptable level of confidentiality. This is mainly because serious decisions are done 

on the information provided by medical images. This research has a primary focus in providing 

special requirements for medical images that are transmitted from one location to another. 

Nowadays, there are many health care institutions such as hospitals and clinics that need to 

exchange medical data and cannot work separately without sharing medical information. At this 

point, telemedicine is vital. It combines medicine and information and communication 

technology (ICT) in the medical world provided that no modifications are allowed to the medical 

information during the transfer process over networks. The prefix ‘tele’ is a Greek word that 

means ‘distance’, and so, telemedicine is medicine at a distance (Craig and Patterson, 2005). At 

this point, telemedicine has increased the number of ways in which healthcare can be available 

and delivered throughout the world instead of the tradition way that the provider and the 

recipient must be physically present in the same place. 

The secure management of electronic medical information or electronic patient record (EPR) that 

is digitally stored may have an impact on the quality of medical care. Due to high speed growth 

of computer networks and the internet, this had made sharing digital multimedia objects (images, 

videos, etc.) very easy. Although recent advances in ICT provide new means to access, handle 

and move medical information, they disclose their security because of their ease of manipulation 

http://www.radiologyinfo.org/en/glossary/glossary1.cfm?gid=788
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and replication (Flor and Alexander, 2012).  For instance, Physicians and radiologists can make 

decisions about the patient care if they have access to the patients’ medical information. On the 

other hand, disability to access data may affect adversely on the clinical management decisions.  

Because secure storage and transmission is crucial in medical image security, many approaches 

have been developed to protect the medical information from being misused.  

1.2 Telemedicine Security Requirements 

In general, patient’s medical records consist of very sensitive information that should not be 

accessible to unauthorized people in order to ensure the patient privacy. At the same time patient 

information should be available whenever required by authorized persons in order to use it for 

authentication purposes (Ashley, 2002). 

The transfer procedure is not easy to achieve since it is governed by three special requirements: 

Confidentiality: is to ensure that only the authorized user has access to the information.  

Integrity: is to ensure that the data received without any modification as sent by the 

sender. 

Authentication: is to guarantee that the information belongs to the correct patient and 

from the right source.  

Since it is easy to distribute and duplicate digital multimedia objects, this calls out for the need to 

protect these objects and this is done using encryption and/or digital watermarking techniques. 
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1.3 Current Approaches and Limitations 

The classical way for securely transferring the medical images with the patient report is 

encryption. Encryption is the process that encodes information in such a way that unauthorized 

people cannot read it and it is a good choice to solve the problems related to the exchange 

transaction as shown in Figure 1. A few approaches in the literature used various encryption 

algorithms in order to ensure secure telemedicine. The image data sent by a sender cannot be 

understood by people other than a purposed party. However, encryption does not achieve 

embedding the patient information inside the image.  

 

Figure 1. System block diagram for the encryption approach 

A modern technique used to hide data is the digital watermarking technique; it achieves integrity 

and authenticity proofs and shows the identity of its owner while the image contains similar 

information about the medical report. Digital watermarking is the process that embeds (hides) 
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data called watermark, into a multimedia object such that the watermark can be detected and 

extracted from that multimedia object to make sure that this object belongs to a specific 

party(person, company,…etc). There are many schemes based on different methods of 

watermarking as shown in Figure 2. The disadvantage of this technique, it does not provide 

confidentiality requirement since the image itself is not hidden. 

 

Figure 2. System block diagram for the watermarking approach 

The third approach is the hybrid technique which combines the two methods, encryption and 

digital watermarking together in order to increase the security. In this technique, a cryptographic 

watermark and the medical information are embedded and hidden in the cover image then the 

watermarked image is transferred over a public network as shown in Figure 3. On the receiver 

side, the watermarked image is delivered and passed to the extraction process in order to extract 

the cryptographic watermarks and the medical information.  
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Figure 3.  System block diagram for the hybrid approach 

1.4 Proposed Approaches 

A review by (Coatrieux, et al. 2000) has been selected as the classical motivational ground for 

the proposed techniques presented in this project. It discusses some security issues in medical 

information systems and current security tools in addition to different scenarios of the necessary 

requirements for such a system to be accepted by medical crew. It is worthwhile to mention that, 

mandates for ensuring health data security have been issued by the federal government such as 

Health Insurance Portability and Accountability Act (HIPAA), where healthcare infrastructures 

are obliged to take appropriate measures to guarantee that patient information is only provided to 

authorized people.  
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A comparison study is presented between many tested experiments which used different 

watermarking and encryption algorithms. Those studied algorithms are reviewed and compared 

with the proposed approaches in this research in terms of satisfying the three requirements.  

In the proposed research, the three types of techniques that were mentioned in the previous 

section are applied and the three requirements are generally satisfied as follows:  

1) The confidentiality property can be assured by applying the encryption algorithm to 

cipher the header and the image in order to keep the information secret from unauthorized 

entities. 

2) The integrity can be assured through detects the alteration of data by means of one way 

hashing functions and embedding the hash code computed over the whole image. Then 

detect the difference between the recomputed hash and the embedded one to proof the 

property. Also, a fragile watermarks are used to detect any modifications alter the image. 

3) The authentication guarantees the proof of origin by using public, private and secret keys 

in the encryption, decryption and watermarking processes. The keys are agreed, known 

and related to the sender and the receiver.  

1.5 Thesis Organization 

The reminder part of this thesis is organized as follows;  

Chapter 2 gives a brief introduction to cryptographic fundamentals where the most common 

types are investigated. Next, the main role of cryptography in telemedicine is outlined. In the end 

of this chapter, the current literature review related to the encryption fields is presented.  
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Chapter 3 focuses on the watermarking fundamentals for a secured telemedicine. Then the 

requirements that are needed in this study, the watermarking domains and the algorithms in the 

literature are presented.  

Chapter 4 presents the proposed crypto-based secured telemedicine design and implementation 

of the algorithms that are used. At the end of this chapter a performance evaluation of the 

algorithms is presented. 

Chapter 5 highlights the proposed watermarking-based for secured telemedicine design and 

implementation of the algorithm that is used including the embedding and extraction procedures. 

The performance measurements to be used and its results are proposed. 

Chapter 6 deals with the proposed crypto and watermarking-based for secured telemedicine 

system. The algorithm design and implementation is presented in addition to the discussion and 

evaluation; there are many evaluation metrics that are used to evaluate the proposed system, in 

terms of satisfying the three requirements.  

Chapter 7 presents the concluding remarks, limitations, and results analysis along with 

suggestion for future work to develop the research in the future. 
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Chapter 2 

Cryptography: Fundamentals and Application in Telemedicine 

Nowadays, digital exchanges of medical images are available throughout the world via the 

internet. The necessity of fast and secure transmission is vital in the medical world. Various 

communications and non controlled channels are not secure for sending and receiving 

information that can be read or modified during their transmission (Popek and Kline, 1979). 

Accordingly, it is very important to protect this private personal information simply against 

unauthorized third parties for safe transmission by using cryptography. 

In this chapter, a detailed investigation of cryptography fundamentals is viewed. Firstly, an 

overview of the encryption and cryptography is presented. After that, the main types of crypto 

schemes are explained. Next, the role that cryptography plays in telemedicine is outlined. 

Finally, literature review that is related to this area is highlighted with emphasis on the 

methodology that is carried out by a novel approach in (Kobayashi et al. 2009). 

2.1 Introduction to Cryptography and Encryption 

Cryptography is the science and study of secret writing in which data can be encoded using 

codes, ciphers or any algorithms to prevent disclosure of their contents through eavesdropping or 

message interception, so that only the authorized parties can read it (Denning, 1982). 

Cryptography is an ancient art; the first documented use of cryptography dates back to circa 

1900 B.C when an Egyptian scribe used hieroglyphs in an inscription. David Kahn traces the 

history of cryptography from Ancient Egypt into the computer age. According to Kahn's, 

research began from Julius Caesar to Mary, Queen of Scots to Abraham Lincoln's Civil War 

(Kahn, 1972). Through World War I, the Germans developed the Enigma machine to have 
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secure communications. Enigma codes were decrypted under the secret ultra project during 

World War II by the British (Perera and Tom, 2004). Over the centuries new forms of 

cryptography came after the widespread development of computer communications where it is 

necessary to encode data when communicating over any non trusted medium. 

There are four types of cryptographic schemes typically used to achieve goals: secret key (or 

symmetric) cryptography, public-key (or asymmetric) cryptography, data hashing functions, and 

digital signatures which are explained in the next subsections. In all cases, the initial unencrypted 

data is called a plaintext. It is encrypted into ciphertext, which will usually in turn be decrypted 

into applicable plaintext as seen in Figure 4. 

Figure 4. Types of cryptography 

Until recent time, cryptography was synonymous with encryption, that is a process of 

transforming information (the plaintext) into unreadable form (the ciphertext) using a 

mathematical algorithm and secret information (the encryption key). The process of decryption 

using a mathematical algorithm related with secret value (the decryption key) that reverses the 



11 

 

process of the encryption algorithm. An encryption algorithm and all its possible keys, plaintexts 

and ciphertexts are known as a cryptosystem or cryptographic system as shown in Figure 5.  

 

 Figure 5. Encryption and decryption process. 

2.2 Symmetric Encryption 

In symmetric cryptosystems, the same secret key is used for the encryption or decryption process 

and this key needs to be secure and shared between the sender and the receiver. The sender can 

generate a session key on a per-message basis to encrypt the message; the receiver, of course, 

needs the same session key to decrypt the message. These systems are very fast, simple, use less 

computer resources when compared to public key encryption, and have the advantage of not 

consuming too much computing power, thus providing privacy and confidentiality (Elbirt, 2009).  

Symmetric key systems are also known as shared-key, single-key, secret-key, and private-key or 

one-key encryption. They rely on using some secure method whereby the two communication 

entities can first agree on a secret key that is known only to them. When any of those entities 

wants to send a private message to some other entity, another secret key must first be shared. As 

seen in Figure 6, for a group of three separate entities to send each other private messages, three 

separate shared keys are required. 
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 Figure 6.  Keys needed for privately communicating with each other. 

The symmetric key systems can use either a stream cipher or a block cipher. A stream cipher 

operates on one bit of plaintext at a time, where a generator called keystream generates a 

sequence of bits is used with the plaintext bits to produce the ciphertext (Paar and Pelzl, 2009). 

The block cipher operates on groups of bits, usually groups of 64 bits, and encrypts each block 

independently. If the final block of the plaintext is less than 64 bits, it is padded with regular 

pattern of 1s and 0s to make 64 bits block. Block ciphers can operate in one of several modes; 

the following five are the most important (Chakraborty and Rodriguez-Henriguez, 2008): 

 Electronic codebook (ECB) mode is the simplest and most obvious mode where the 

secret key is used to encrypt the plaintext block to a ciphertext block. In this mode, two 

identical plaintext blocks will generate the same ciphertext block. Though this is the most 

common mode of block ciphers, it may be affected by brute-force attacks. 

 Cipher block chaining (CBC) mode adds a feedback technique to the encryption process. 

The plaintext is exclusively-ORed (XOR) with the previous ciphertext block before the 

encryption. For this mode, two identical blocks of plaintext is never encrypted to the 

same ciphertext. 
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 Cipher feedback (CFB) mode is a block cipher as well as a self-synchronizing stream 

cipher. It allows data to be encrypted in units smaller than the block size. If we were 

using 1-byte CFB mode, for instance, each incoming character is placed into a shift 

register the same size as the block, then encrypted, and transmitted. At the receiving side, 

the ciphertext block is decrypted and the extra bits are discarded. 

 Output feedback (OFB) mode is a block cipher similar to a synchronous stream cipher. 

The OFB prevents the same plaintext block from generating the same ciphertext block by 

using an independent internal feedback technique. 

 Galois/Counter mode (GCM) that has been widely agreed due to its efficiency and 

performance. It is an authenticated encryption algorithm that gives the key feature of 

Galois field multiplication to be implemented by parallel processing pipeline instruction. 

It combines the counter mode of encryption with the new Galois mode of authentication 

and defines for block ciphers with sizes of 128, 192, and 256 bits (Gueron and Shay, 

2013). 

A selection of some symmetric key modes used is given in Table 1.  

Table 1. Symmetric key systems (Stallings, 1999) 

Algorithm Description 

Advanced Encryption Standard (AES) 

A block cipher with key size of 128, 192 or 256 

bits. Adopted by the U.S. government in 2001. 

AES uses a secret key cryptography scheme called 

Rijndael, a block cipher designed by Belgian 

cryptographers Joan Daemen and Vincent Rijmen, 

http://en.wikipedia.org/wiki/Authenticated_encryption
http://en.wikipedia.org/wiki/Instruction_pipeline
http://en.wikipedia.org/wiki/Block_cipher_modes_of_operation#Counter_.28CTR.29
http://labspace.open.ac.uk/mod/resource/view.php?id=280639#TBL002
http://en.wikipedia.org/wiki/Federal_government_of_the_United_States
http://www.esat.kuleuven.ac.be/~rijmen/rijndael/index.html
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where the block size is restricted to 128 bits. 

Data Encryption Standard (DES) 

A block cipher with a 56-bit key. Accepted in 1977 

by the US National Security Agency (NSA) as the 

US Federal standard for commercial and 

unclassified government applications. It has been 

one of the most widely used encryption algorithms 

but, as computers have become more powerful, it is 

now considered to have become too weak. 

Triple-DES (3DES) 

A variant of DES developed to increase its security. 

It has many forms; each operates on a block three 

times using the DES algorithm, therefore 

effectively increasing the key length. Some variants 

can use three different keys, the same key three 

times, or use an encryption–decryption–encryption 

mode. 

International Data Encryption Algorithm            

(IDEA) 

A block cipher with a 128-bit key adopted in 1990 

and rated by Schneier. It encrypts data faster than 

DES, so it is considered to be a more secure 

algorithm. 

Blowfish 

A 64- bit simple block cipher invented by Schneier 

to be fast, compact, easy to implement with a 

variable-length key of up to 448 bits. It is available 

freely and intended as a substitute for DES or 

IDEA, is in use in a large number of products. 
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Rivest cipher no. 2 (RC2) 

A block cipher with a variable-length key of up to 

2048 bits. Designed by Ron Rivest in 1987 to 

replace DES. 

Rivest cipher no. 4 (RC4) 

A stream cipher with a variable-length key of up to 

2048 bits. Developed in 1987 by Rivest. It is 

widely used in commercial cryptography products. 

 

2.3 Asymmetric Encryption 

Also known as asymmetric key encryption, was first published in 1976 by Diffie and Hellmann, 

it uses pairs of keys: a public key and a private key. The public key is made publicly available 

used to encrypt messages by anyone who wants to send a message to the person that the key 

belongs to. The private key is kept secret and used to decrypt received messages and can’t be 

reconstructed from the public key. Both keys are mathematically related and the public key of a 

key pair is often distributed by means of a digital certificate. If A encrypts a message with his 

private key then B, the recipient of the message, can decrypt it with A's public key. If anyone 

knows A's public key then he can send him a message by encrypting it with his public key. So A 

will decrypt it with his private key. Figure 7 shows the key-based asymmetric algorithm. Well-

known asymmetric algorithms are Rivest, Shamir and Adleman standard (RSA), Digital 

Signature Algorithm (DSA), and ELGAMAL. This method solves the problem of distributing the 

key for encryption since anyone publishes their public and private keys are kept secret so it 

seems to be ideally suited for real world use. In addition it achieves a message authentication by 

allowing the use of digital signatures to verify the message’s sender (Hellman, 2002).  

http://en.wikipedia.org/wiki/Ron_Rivest
http://msdn.microsoft.com/en-us/library/windows/desktop/ms721572%28v=vs.85%29.aspx#_security_certificate_gly
http://en.wikipedia.org/wiki/Ron_Rivest
http://en.wikipedia.org/wiki/Adi_Shamir
http://en.wikipedia.org/wiki/Leonard_Adleman
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Figure 7. Key-based asymmetric algorithm (Paar and Pelzl, 2009) 

On the other hand, public key encryption is slow compared to symmetric encryption and requires 

more computer resources (Choudhury et al. 1994). There are two factors that are of importance: 

Firstly, symmetric key operations are usually based on low-level bit manipulation primitives and 

the standard computer hardware is optimized already for these operations, so they can be 

performed quickly. But Public key operations are often based on exponentiation of large integers 

and the modern hardware is not optimized for these operations, it needs special hardware to 

compute them more quickly. Secondly, public keys must have more bits than secret keys to 

achieve the same level of security. This is often because shared keys are kept secret between 

each pair of users, so an attacker has little choice to find the right one. A public key, on the other 

side, uniquely determines the corresponding private key, so it can be exploited by an attacker 

trying to find the private key. Therefore, it is impractical to use public key algorithms to encrypt 

large amounts of data. In practice, they are used to encrypt session keys. Symmetric algorithms 

are used for encryption and decryption of most data (Roeder et al. 2012). Public key 

cryptography algorithms that are in use today for key exchange or digital signatures are listed in 

Table 2. 

http://msdn.microsoft.com/en-us/library/windows/desktop/ms721625%28v=vs.85%29.aspx#_security_session_key_gly
http://msdn.microsoft.com/en-us/library/windows/desktop/ms721625%28v=vs.85%29.aspx#_security_symmetric_algorithm_gly
http://labspace.open.ac.uk/mod/resource/view.php?id=280641#TBL003
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Table 2. Commercial public key systems (Stallings, 1999)  

Algorithm Description 

Rivest, Shamir and Adleman (RSA) 

A block cipher RSA uses a variable size 

encryption block and a variable size key. 

Published in 1978 and used for both encryption 

and authentication. Its security is based on the 

problem of factoring large integers. 

Digital Signature Algorithm  (DSA) 

Algorithm published by the US National 

Security Agency (NSA) for digital signature 

standard (DSS), provides digital signature 

capability for the authentication of messages 

and not for encryption or key distribution. 

ELGamal 

Designed by Taher Elgamal, a public key 

cryptography system similar to Diffie-Hellman 

algorithm and used for key exchange. 

Elliptic Curve Cryptography (ECC) 

Algorithm based upon elliptic curves and it can 

offer levels of security with small keys 

comparable to RSA and other methods. It was 

designed for devices with limited compute 

power and/or memory. 
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However, in many applications, a public key encryption can be used with secret key encryption 

to get the best of both worlds. The asymmetric key is used for authentication and when this has 

been successfully done; one or more symmetric keys are generated and exchanged using the 

asymmetric encryption (Katz and Lindell, 2007).  

2.4 Data Hashing 

Hash functions, also called message digests or one-way encryption  functions, are algorithms that 

take a block of data called message and return a fixed-size bit string called the hash value 

meaning that the output is shorter than the input, such that any change to the data will change the 

hash value. Although it is easy to compute the hash value for any given message, it is impractical 

to generate a message that has a given hash (Silva, 2003).  

The cryptographic hash functions have several information security applications such as using it 

in digital signatures, message authentication codes (MAC), fingerprinting (to detect duplicate 

data), and checksums (to detect data corruption). An important application of hashes that are 

well-suited for ensuring data integrity because any change made to the contents of a message 

will result in the receiver side by calculating a different hash value than the one placed by the 

sender (Schnorr, 1991). It must take into consideration that two different messages can not have 

the same hash value, so data integrity is ensured to a high degree of confidence. Hash functions 

can also be used in the generation of pseudorandom bits and commonly employed by many 

operating systems to encrypt passwords. Therefore, the functions can provide uniformly 

distributed hashes even when the keys are chosen by a malicious agent. It is worth to mention 

that one application of hash function lies in the area of image authentication and watermarking. 

http://en.wikipedia.org/wiki/Data
http://en.wikipedia.org/wiki/Bit
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As a disadvantage, the cryptographic hash functions tend to be much more expensive 

computationally compared with standard hash functions.  

There are many different types of hash algorithms, with different security properties that are used 

today. They include:  

 Message Digest (MD5) algorithm developed by Rivest in 1991 that produce 128-bit hash 

value from an arbitrary-length message. It is basically the most widely used version that 

is more secure than the previous algorithm MD4 but is slower because more 

manipulation is applied to the data. It has several weaknesses described by German 

cryptographer Hans Dobbertin in 1996. It has been used in a wide variety of security 

applications, and is also commonly used to check data integrity (Rivest, 1992). 

 Secure Hash Algorithm (SHA): is a family of cryptographic hash functions for national 

institute of standards technology (NIST) as a secure hash standard (SHS) that describes 

five algorithms: SHA-1, SHA-224, SHA-256, SHA-384, and SHA-512 which can 

produce hash values that are 224, 256, 384, or 512 bits in length, respectively ( Jones, 

2007):  

o SHA-1: published in 1995 when federal information processing standard came out 

from the NIST that specified this simple algorithm. It produces a 160-bit hash 

value. This was designed to be part of the Digital Signature Algorithm.  

o SHA-2: A series of two hash functions, with different block sizes, known as 

SHA-256 and SHA-512 designed by NSA. They differ in the word size; SHA-256 

http://en.wikipedia.org/wiki/Data_integrity
http://www.rfc-editor.org/rfc/rfc1321.txt
http://en.wikipedia.org/wiki/SHA-2
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uses 32-bit words whereas SHA-512 uses 64-bit words. There are truncated 

versions of each standardized, known as SHA-224 and SHA-384.  

o SHA-3: A hash function called Keccak, published in 2012 after a public 

competition among non-NSA designers. It has the same hash lengths as SHA-2, 

but its structure differs from the rest of the SHA family. 

 Whirlpool: a new hash function, designed by V. Rijmen and P.S.L.M. Barreto. It operates 

on messages less than 2256 bits in length, to produce a message digest of 512 bits. The 

design of this hash function making it immune to the same attacks faced MD5 and SHA-

1 algorithms (Barreto and Rijmen, 2000).  

2.5 Digital Signatures 

In 1976, Whitfield Diffie and Martin Hellman characterized the concept of a digital signature 

scheme. A digital signature is a mathematical scheme for proving the authenticity of a digital 

message, so if the signature is valid, it will give a recipient an indication that the message was 

created by a known sender (Hellman, 2002). The digital signature for a message is generated as a 

message digest which is smaller than the message itself and generated using a set of hashing 

algorithms. Then the message digest is encrypted using the sender’s private key to output the 

digital signature that is attached to the message and sent to the receiver. On the other end, the 

receiver uses the sender’s public key to decrypt the digital signature and obtain the message 

digest generated by the sender. He uses the same message digest algorithm used by the sender to 

generate a message digest for the received message, after that he compares both message digest: 

if they are not the same, this indicates that the message has been tampered with (Buchmann, 

http://en.wikipedia.org/wiki/SHA-3
http://paginas.terra.com.br/informatica/paulobarreto/WhirlpoolPage.html
http://en.wikipedia.org/wiki/Whitfield_Diffie
http://en.wikipedia.org/wiki/Martin_Hellman
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2001). Digital signatures provide support for public key cryptography because digital signatures 

contain the public key of the entity identified in the certificate. Because the certificate matches a 

public key to a particular individual, the digital certificate provides a solution to the problem of 

how to find a user's public key and know that it is valid.  

So, it can be summarized that the digital signature scheme consists of three algorithms as shown 

in Figure 8: 

 A key generation algorithm: that has two phases. The first phase is a selection of 

algorithm parameters, and the second phase computes the private key and a 

corresponding public key.  

 A signing algorithm: that produces a signature from the message and a private key. 

 A signature verifying algorithm: that the public key and a signature accepts or rejects 

the message's claim to authenticity. 

 

 

 

 

 

Figure 8. Digital signature signing and verifying algorithm (Paar and Pelzl, 2009)  

http://en.wikipedia.org/wiki/Key_generation
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As applications, digital signatures can be used to authenticate the source of messages 

(authentication). In many scenarios, the sender and receiver of a message may need to know that 

the message has not been altered during transmission (integrity). An important aspect is the 

entity that has signed some information cannot at a later time deny having signed it (non-

repudiation). 

The digital signature standard (DSS) is the format for digital signatures based on a type of public 

key encryption method. This standard is also available to the private sector and commercial 

organizations. There are three algorithms that are suitable for digital signature generation under 

the DSS standard: the DSA, the RSA algorithm, and the elliptic curve digital signature algorithm 

(ECDSA). The DSA developed by the United States Federal Government standard for digital 

signatures. It is a pair of large numbers that are computed according to the specified algorithm 

(Caelli et al. 1999).  

2.6 Cryptography in Telemedicine 

Telemedicine completely depends on public network for the transmission of any medical 

information so there is a need to provide security for the patient data so that unauthorized users 

can not access or modify the data. As mentioned before, there are some requirements needed for 

any communication channel, including the following: 

 Confidentiality: ensuring that no one can read the image except the authorized receiver. 

 Integrity: ensuring that the received image has not been altered in any way from the 

original. By use hashing. 
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 Authentication: is to ensure of the person’s identity and the originator of data. By use 

digital signature.  

Therefore, to achieve the privacy or security requirements of information, several cryptography 

mechanisms incorporated into healthcare applications insure the secure access to the data 

channel. The related works in the next section introduces some methodologies regarding the 

encryption-based secured telemedicine works. For example, one method of authentication is for 

the sender and recipient to share a secret key. The sender uses the key, to encrypt the message, 

which is included with the data transfer and the receiver uses the key to decrypt the encrypted 

data. If the result matches the plaintext message, this provides an assurance that it was sent by 

the other key owner, and thus a proof of its authenticity. 

2.7 The DICOM Standard 

The best known approach is Part 15 of the DICOM standard, in which the digital signature 

information is stored in its header. Some applications of this approach have already been 

examined. The contents of the DICOM standard concentrate on a definition of an exchange 

format for medical image data. Today, virtually all modalities that are used in radiology, such as 

CT, MRI, and Ultrasound supports the DICOM standard for the exchange of images and related 

information. Also, it defines the network oriented services, image transmission, query of an 

image archive (PACS), print (hardcopy), data interchange protocol, digital image format and 

requirements for conforming devices and programs (Bidgood et al. 1997). 

A DICOM image consists of data elements named attributes which contain the image related 

information: patient information that is called DICOM directory (such as name, sex, 
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identification number), modality and imaging procedure information (such as device parameters, 

calibration, contrast media), and image information (such as resolution, windowing). For each 

modality, DICOM actually defines the required and optional attributes. However, this flexibility 

is viewed as a weakness point of the DICOM standard because in such objects, required fields 

are missing or contain incorrect values (Cao et al. 2003). These problems affect on the data 

exchanging process. 

The DICOM network services were written in terms of service-class-users (clients) and service-

class-providers (servers); such that when two DICOM applications want to exchange 

information, they have to establish a connection and agree on the following issues (Mildenberger 

et al. 2002): 

 Determine the client and the server. 

 The DICOM services to be used.  

 The format of transmitted data (compressed or uncompressed). 

If both sides agree on the previous mentioned parameters, in this case the connection will be 

established.  

 Part PS3.15 and Use of Encryption 

This part of the DICOM standard defines security and system management profiles to 

which implementations specify conformance. They are used by several standard 

protocols, in addition to their use in a system that uses DICOM standard protocols for 

information interchange (PS 3.15-2001). Although achieving any level of security needs 

appropriate security policies, the DICOM standard does not address issues of security 
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policies. It only provides mechanisms to implement security policies related to the 

interchange of DICOM objects between application entities which agree to some level of 

trust that their communication partners will ensure the confidentiality and integrity of 

data under their control (Hamilton, 1992). This standard provides mechanisms for 

application entities to securely authenticate each other and detect any tampering with the 

messages exchanged. As a result, application entities can choose any of these 

mechanisms, relying on the level of trust they place in the communications channel 

(Wong et al. 1995).  

The basic DICOM media security profile allows encapsulation of a DICOM file into a 

secure DICOM file so that, the three aspects of security: the confidentiality, integrity, and 

authentication are defined (Cao et al. 2003). Moreover, the PS 3.15 addendum which 

called attribute level confidentiality security profiles makes use of the previous aspects. 

Part PS3.15 of the DICOM standard adopted the current data encryption techniques to be 

used with the DICOM data. These techniques serve three purposes: data encryption, data 

origin verification, and data integrity verification. In this profile, using encryption 

algorithms such as RSA, AES, and Triple-DES are accepted by the standard for 

converting original data into a protected format. Also, data integrity algorithms such as 

SHA have been adopted in DICOM to solve the problem related to the changes of the 

data or replacing the original attribute in the DICOM file with another during the 

transmission. Therefore, validating data origin is done using digital signatures. The key 

point of any digital signature is verifying the identity of the data and its authenticity 

(Zhou et al. 2000).  
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 De-Identification: The DICOM realizes de-identification concept as protecting the 

confidential attributes by either removing or encrypting them, while defines the inverse 

concept re-identification by removing the data protection (Zhou and Haung, 2001).   

The standard aims to divide the de-identification process into several attribute 

confidentiality profiles. Each profile addresses certain parts of security and attributes. 

DICOM PS3.15 defines the basic application level confidentiality profile to hide 

confidential data. Application level confidentiality profile acts as a de-identifier if it 

protects all instances of the attributes that listed in Table 3 and may be used by 

unauthorized entities to identify the patient. An application conforming to this profile 

may take all instances of the encrypted attributes data set, encrypt their original values 

with a standard encryption algorithm and store the encrypted result in the tag (0400,0550) 

modified attributes sequence, however the values in the original locations are replaced 

with dummy ones. PS3.15 does not demonstrate what and how to remove, but it is the de-

identifier responsibility to ensure that all identifying information is removed (Pianykh, 

2012). 

The DICOM supplement 142, entitled with “Clinical Trial De-identification Profiles,” 

provides more explanation on DICOM de-identification that is used for clinical research, 

and teaching files.  

 Re-Identification: On the other hand, a re-identification process is done to find the 

confidential attributes. This operation is efficient to remove the protection from a 

protected instance, assuming that the recipient keys that are required for the decryption of 

the encrypted attributes are available (Pianykh, 2012). Table 3 lists all the attributes’ 
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names along with their tags (DICOM Supplement 55, accessed March 2013). The tag is a 

kind of metadata helps describe the confidential attribute and found its location. 

 

Table 3. Basic application level confidentiality profile attributes  

Attribute Name Tag 

Instance Creator UID (0008,0014) 

SOP Instance UID  (0008,0018) 

Accession Number  (0008,0050) 

Institution Name (0008,0080) 

Institution Address  (0008,0081) 

Referring Physician’s Name  (0008,0090) 

Referring Physician’s Address  (0008,0092) 

Referring Physician’s Telephone         

Numbers 
(0008,0094) 

Station Name  (0008,1010) 

Study Description  (0008,1030) 

Series Description  (0008,103E) 

Institutional Department Name  (0008,1040) 

Physician(s) of Record  (0008,1048) 

Performing Physicians’ Name (0008,1050) 

Name of Physician(s) Reading Study (0008,1060) 

Operators’ Name  (0008,1070) 

Admitting Diagnoses   Description  (0008,1080) 

Referenced SOP Instance UID  (0008,1155) 

http://medical.nema.org/Dicom/supps/sup55_03.pdf,%20accessed%2030%20March%202013
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Derivation Description  (0008,2111) 

Patient’s Name  (0010,0010) 

Patient ID  (0010,0020) 

Patient’s Birth Date  (0010,0030) 

Patient’s Birth Time  (0010,0032) 

Patient’s Sex  (0010,0040) 

Other Patient Ids  (0010,1000) 

Other Patient Names  (0010,1001) 

Patient’s Age  (0010,1010) 

Patient’s Size  (0010,1020) 

Patient’s Weight  (0010,1030) 

Medical Record Locator  (0010,1090) 

Ethnic Group  (0010,2160) 

Occupation  (0010,2180) 

Additional Patient’s History  (0010,21B0) 

Patient Comments  (0010,4000) 

Device Serial Number  (0018,1000) 

Protocol Name  (0018,1030) 

Study Instance UID  (0020,000D) 

Series Instance UID  (0020,000E) 

Study I (0020,0010) 

Frame of Reference UID  (0020,0052) 

Synchronization Frame of Reference 

UID  
(0020,0200) 
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Image Comments  (0020,400) 

Request Attributes Sequence  (0040,0275) 

UID  (0040,A124) 

Content Sequence  (0040,A730) 

Storage Media File-set UID  (0088,0140) 

Referenced Frame of Reference UID  (3006,0024) 

Related Frame of Reference UID  (3006,00C2) 

 

2.8 Literature Review 

Regardless of the importance of integrity and authenticity for medical images, only recently this 

area of research has been classified. There are a number of works done in this field. One of the 

earlier works was released in 1995, but it was only after 1999, the medical image integrity and 

authenticity got a great concern (Cao et al. 2003). Throughout this section, an overview of the 

related works is highlighted. 

2.8.1 Encryption-based Only Schemes 

Some related works that are based on applying encryption techniques in order to achieve a secure 

telemedicine are outlined in this section as shown in Table 4 below. 
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Table 4. Comparison study related encryption techniques 

 

Projects 

Encryption Techniques 

Public-Key 

Cryptography 

Private-Key 

Cryptography 
Hashing 

Stream 

Cipher 

 
RSA DSA DES AES 

 

(Norcen, et al. 2003) `      

(Alvarez, et al. 2007)       

(Brahimi, et al. 2008)       

 (Puech, 2008)       

(Kobayashi, et al. 2009)          

Proposed Algorithm I          

Proposed Algorithm II          

 

Norcen (Norcen, et al. 2003) introduces an efficient techniques for achieving a confidential 

storage and transmission of medical image data. Two methods of partial encryption techniques 

based on advanced encryption standard (AES) are discussed. The first scheme encrypts a subset 

of bitplanes of plain image data that encrypts all packets corresponding to two consecutive layers 

and reconstruct the resulting bitstream to measure the peak signal to noise ratio (PSNR) quality 

of the resulting images. Whereas the second scheme encrypts parts of the joint photographic 

expert group (JPEG2000) bitstream in order to investigate whether resolution progressive order 

or layer progressive order is more appropriate for selective JPEG2000 bitstream encryption. 

They decided to use angiograms as a sample test images since they represent an important class 

of medical image data. Simple cipher text-only attacks are applied against both encryption 

schemes and the results for both techniques indicate that encrypting only a fraction of the 
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original data between 20% and 50% is sufficient to provide high confidentiality. This large 

difference of fractions is due to the fact that important visual features are founding at the begin 

of the embedded JPEG2000 bitstream and may be protected effectively while the visual features 

are spread across bitplanes.  

According to (Alvarez, et al. 2007), analyzing the security of Rajendra Acharya et al. storage 

system (Rajendra, et al. 2003), that was proposed in 2003. The authors discuss how to improve 

the secure transmission and efficient storage of medical images embedded with patient 

information and encrypted with an algorithm developed by Rajendra. They point out that the 

Rjendra’s method is very weak encryption algorithm for two reasons. First, there is no secret 

key. Therefore, it is not a correct encryption approach, but an encoding approach. Second, the 

algorithm is a simple substitution cipher, meaning that the same plain character will always be 

encrypted into the same cipher character under the same key. They suggested a simple method of 

encrypting medical images resorting to publicly available standard algorithms such as AES and 

triple data encryption standard (DES), so the results give a truly secure system used in practice. 

Their view that all of these algorithms use a secret key of variable length which makes unfeasible 

for a brute force attack to try all possible combinations of the secret key. They are very fast and 

easy to implement. 

Brahimi, et al. (2008) captures a modified novel selective image schemes based on JPEG2000. 

The method consists of two partial encryption techniques where partial encryption is combined 

to a permutation of selected codeblocks in the first approach. In the second approach, encryption 

is combined to a permutation of the packets headers of corresponding where all packets headers 

are separated from the bodies’ packets. Then process a cyclic permutation of all the header 
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packets, when encryption process is done on the only bodies of selected packets. They employ 

AES in cipher feed-back (CFB) mode for data encryption. For the performance tests they 

evaluate the selective encryption combined to the packets headers permutation and obtain best 

PSNR for neurological and hematological images. For the security evaluation, they exploit a 

built-in resilience functionality to simulate a bitstream based replacement attack. The results of 

decoding operation show no visual information appear on the images. For an advantage: The 

scheme works with any standard ciphers and introduces negligible computational cost. Besides it 

keeps the compression ratio unchanged and doesn’t degrade the original error robustness.  

Another approach is (Puech, 2008) who took into consideration how standard encryption 

algorithms provide security to medical imagery. The images encrypted in their source codes in 

order to apply this functionality at the application level and the functionalities of encryption are 

inserted at the software level. As the test applied on the original images by a stream cipher 

algorithm with a 128-bit key, the results show that the homogeneous zones are no longer visible 

either in the images or the histogram and the calculations which make it up are small in number. 

The images is also encrypted by DES and AES as another test to prove that the stream cipher 

algorithm is better than AES, and assuring that DES is very poor algorithm. The main advantage 

is the ability of the approach to link several types of coding in one algorithm.  

2.8.2 Encryption-based Approach (Kobayashi, et al. 2009) 

An important novel approach proposes by (Kobayashi, et al. 2009), provides integrity and 

authenticity of medical images issue. This paper has been selected as the classical motivational 

ground for the proposed techniques related to the encryption field presented in this project. It is 

distinct from the other approaches, and provided a strong point in the trustworthiness of the 
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medical images without compromising their quality. The method has the feature of using many 

specifications from the DICOM standard, making it easier to be applied.  

The encryption process takes here three inputs: header data to authenticate patient data, pixel 

data to validate the image itself, and authentication entity data for determining the authorship of 

the image. On the other hand, the outputs are: the encrypted pixel data and the security data that 

was used for encrypting the image (digital signature). Besides, the algorithm was applied on 

multiframe images and performed a different encryption for each frame. For this approach, a 

Java application was developed in Eclipse platform and a basic algorithm has been proposed and 

implemented, using the DICOM header data to calculate the key and initialization vector (IV) 

needed for the encryption process related to the original pixel data. The IV is a fixed size input to 

the cryptographic primitive that is typically required to be random to achieve semantic security. 

For block ciphers, the use of an IV is described by so called modes of operation and it is called 

the nonce which used to avoid replay attack. The encryption process tracking is shown in Figure 

9 represents the block diagram and the main parts and the relations between the different blocks.  

Encryption Flow at the Sender Side 

Firstly, a part of the header is hashed by a Whirlpool method, only the SOP instance unique 

identification (UID) and patient name were chosen to be hashed, generating an output of fixed 

size of bits is used as the key and IV of the encryption algorithm. After a complete data 

encryption process, the results are the ciphertext and the authentication tag of the pixel data. It is 

worth to mention that the encryption algorithm of choice was AES in Galois counter mode 

(GCM) with a key size of 256 bits and an IV of 96 bits. The tag is then signed with the private 

key of the image owner by the elliptic curve digital signature algorithm (ECDSA) with a 256-bit 
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key, and generating a signature that is stored in the image header itself together with the owner 

public key.  

 

 

 

 

 

 

 

Figure 9. Signing and encryption process 

Decryption Flow at the Receiver Side 

The decryption and security verification of the proposed algorithm are proposed in Figure 10, 

where the same header parts used in the encryption are retrieved and hashed to generate the key 

and the IV. Then, the original pixel data is recovered from the encrypted data, in addition to its 

authentication tag that is matched against the signature stored in the header to verify the integrity 

and authenticity of the image. Note that for multislice images, each slice is encrypted 

independently, and they are stored in separated files. For multiframe images, the encryption for 

each frame and the result is stored in one single file. 
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Figure 10. Decryption and verification process 

Performance Evaluation of the Algorithm 

The evaluation was done using two metrics: correlation and performance. Correlation displayed 

that each frame holds little similarity with its encrypted pair and with its consecutive frames. 

However, performance evaluation showed good results although it must be improved in order to 

minimize the times needed to encrypt and decrypt multislice images. 

For drawbacks of this algorithm, it must be asserted that this approach does not achieve 

confidentiality, as the key for the decryption is stored in the image header. And, if the key and/or 

the image are tampered, it would be very hard to retrieve the original patient data, maintaining 

the privacy. Also, it needs an optimization due to implementation issues in order to improve the 

performance for both cipher and decipher operations. Moreover, it has a strict integrity that when 

the encryption key is tampered, the decryption process will not be applied anymore. 



36 

 

Chapter 3 

Watermarking: Fundamentals and Application in Telemedicine 

 

Due to the rapid growth of the Internet in the past several years which increased the digital 

multimedia evolution to the public, the problem of protecting digital information becomes more 

serious. Many copyright owners are concerned about any illegal duplication of their data or 

unauthorized use to be protected from detecting their work. Of the many schemes used to protect 

the media, digital watermarking is possibly the modern one that has received most interest. 

Digital watermarking is the process that embeds data called watermark, into a multimedia object 

such that the watermark can be detected and extracted from that multimedia object to make sure 

that this object belongs to a specific party. Watermarking has the power to embed records into an 

image, such that the host media is not noticeably degraded to the human eye. There are other 

digital watermarking applications, but here we are talking about hidden annotations application 

for secured telemedicine. In the medical applications, watermarks might be used for embedding 

patient records. 

3.1 Watermarking Systems 

In general, digital watermarking involves three major operations: watermark selection, 

watermark embedding, and watermark extraction as shown in Figure 11. For both operations, 

embedding and extraction, a secret key is needed to secure the watermark as in Figure 12. 
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Figure 11. Watermarking Processes 

Watermark Selection: in this step, choosing the appropriate image to be embedded into an 

image .There are two types of watermarks that can be embedded into an image and they are 

(Kumar et al. 2013): 

 Pseudo-Random Gaussian Sequence: A Gaussian sequence watermark is a sequence of 

numbers comprising 1 and -1 and which has equal number of 1's and -l's is termed as a 

watermark. It is termed as a watermark with zero mean and one variance. Such 

watermarks are used for objective detection using a correlation measure. 

 Binary Image or Grey Scale Image Watermarks: Some watermarking algorithms embed 

meaningful data in form of a logo image instead of a pseudo-random Gaussian sequence. 

Such watermarks are termed as binary image watermarks or grey scale watermarks. Such 

watermarks are used for subjective detection.  

 

 

 

 

 

Figure 12.   Generic watermarking scheme                                     
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Watermark Embedding: after selecting the watermark, it can be embedded using different 

techniques such as the spatial domain and the frequency domain techniques. Detailed description 

of these techniques is given in sections 3.3 and 3.4. 

Watermark Extraction: the watermark can be extracted from the watermarked image by using 

the same technique used in the embedding. Extraction can be done with the presence of the 

original image, or the absence of the original image depending on the watermarking system. A 

private (non-blind) watermarking system requires that the original signal be present at the 

decoder in order to extract watermark information. In contrast, a public (blind) watermarking 

system does not require access to the original signal in order to decode the watermark (Cox et al. 

2001). 

3.2 Watermarking Requirements 

Watermarking has the following requirements that represented by (Trichili et al. 2002): 

 Imperceptibility (Visibility): The watermark should not be visible in the image under 

typical viewing conditions and not affect the quality of the original image. As it is 

discussed more clearly in section 3.2.1. 

 Robustness: The watermark can still be detected after the image has undergone linear 

or nonlinear image processing operations intentionally or unintentionally like 

compression, cropping, dithering, rotation and noise. So the watermarks should be 

robust against variety of such attacks that are explained more in section 3.2.2. 

 Capacity: The watermarking technique must be capable of allowing multiple 

watermarks to be inserted in an image, with each watermark still being independently 



39 

 

verifiable and can be successfully detected during extraction. However, the capacity 

is the maximum amount of information can reliably be hidden in the signal and can 

be measured by bit per pixel (bpp).  

 Security: Watermarking technique is truly secure if knowing that exact algorithm for 

embedding and extracting, the watermark does not help an unauthorized party to 

detect the presence of the watermark or remove it without knowing the secret key. 

All of these specifications must be taken into consideration when applying any digital 

watermarking technique. The relationship between robustness, capacity, and invisibility is shown 

in Figure 13 as a triangle. When one axis is fixed, then the other two axes are oppositely 

proportional. 

 

 

 

 

Figure 13. Watermarking properties 

3.2.1 Imperceptibility 

Performance of the watermarking scheme is measured mainly with respect to: imperceptibility 

and robustness against attacks. Where, imperceptibility means that the perceived quality of the 

host image should not be distorted by the presence of the watermark. As a measure of the quality 

of a watermarked image, the PSNR is usually used. It can be measured using equation 1 as: 

         PSNR = 10 . log10  (MAXi
2 / MSE)                                     (1) 
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Where max I is the peak value of the original image (usually 255 for 8 bit grey-scale image). 

About the mean square error (MSE) can be measured by equation 2: 

                              (2) 

Where I and K are matrices that represent the images being compared. And the two summations 

are performed for the dimensions "i" and "j" where I(i,j) represents the value of pixel (i,j) of 

image I.  

3.2.2 Robustness 

In most watermarking applications, the watermarked image is likely to be processed in some way 

before it reaches receiver. An embedded watermark may unintentionally or intentionally be 

affected by such processing. An attack is a signal processing operation that may remove or 

degrade the quality of the embedded watermarks .It can be in general classified as: intentional 

attacks and non-intentional attacks (Shukla and Sharma, 2012). So far, an important side of any 

watermarking scheme is its robustness against attacks. As a measure of robustness, the 

correlation is used by equation 3 and equation 4, where C.C is the correlation coefficient: 

                           (3) 

                                              (4) 

The parameter x and y are the gray scale pixel values of the original and encrypted images. 

There are two classes of attacks: removal attacks and geometric attacks.  
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 The removal attacks aim on the removal of the watermark information from the 

watermarked image without affecting the security of the watermarking scheme. This 

category includes: JPEG compression, noise (Gaussian, white, salt & pepper), low pass 

filter, and dithering. These types may damage the watermark information only without 

causing a complete watermark removal. 

 In contrast to the previous type of attacks, the geometric attacks do not indeed remove the 

embedded watermark itself, but intend to corrupt the watermark detector synchronization 

with the embedded information. Also, this category includes: cropping, rotation, and 

resizing.  

The required properties of the watermark strongly depend on the application; this means that the 

appropriate evaluation criteria is application dependent. Benchmarking is a reasonable means of 

comparing watermarking system. It is worth to mention a universe benchmark called stirmark 

that is able to give a single and scalar score to a proposed watermarking system, knowing that no 

benchmark can ever be relevant to all watermarking systems and applications (Mitrea et al. 

2005).  

3.3 Classification of Watermarking Techniques 

Watermarking techniques can be classified as in Figure 14 according to the type of document 

(text, image, audio or video), or according to the working (spatial or frequency) domain. Also 

they can be classified according to the human perception (imperceptible, perceptible, and dual). 

The invisible watermark can be robust that doesn’t break easily besides intended to authenticate 

original authorship while fragile watermark that breaks easily and intended to authenticate 

integrity of image. The invisible robust watermark could be public, private, or semi-private. Thus 
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the private watermarking needs the original host or the cover image to extract the embedded 

watermark from the watermarking image, but the public extracts without the need of the cover 

image Cox et al. 2001). 

 

Figure 14. Watermarking classification 

3.3.1 Spatial Domain Watermarking 

Images (cover objects) can be represented in spatial domain and frequency domain. In the spatial 

domain images, images are represented by pixels. Simple watermarks can be embedded in the 

spatial domain of images by modifying the pixel values or the LSB values. This is easy to 

implement, but it is not robust enough to protect watermark information against different kinds 

of attacks such as the lossy compression (Swanson et al. 1996). The spatial domain methods are 

applicable for fragile watermark scheme. 
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Some authors focus on the spatial domain which is the most straightforward simple scheme for 

the digital watermarking and the common simplest technique in this domain is the least 

significant bit (LSB) in which the watermark to be embedded is placed in the LSB of the host 

image. Other techniques in this domain are: correlation based techniques. One advantage, for 

spatial domain is lower complexity as no transform is used. However, the human visual system is 

not realizing every small variance in color, so the processing of small difference in the LSB for 

example will not be noticeable (Lin and Chang, 2001). As a disadvantages, this technique is 

simple, lacks the robustness against the attacks. It can survive any addition of noise. Moreover, 

lossy compression is used to overcome the watermark; the attack is to set all the LSB bits to ‘1’ 

fully overcoming the watermark at the cost of negligible visible effect on the cover image (Cruz 

et al. 2008). In addition to, when the algorithm is discovered, it would be very easy for an 

intermediate party to change the watermark. 

 Least Significant Bit Substitution Technique 

The common, simplest, and straight-forward technique in the spatial domain is LSB, in 

which that the watermark to be embedded is placed in the LSB of the host image as 

shown in Figure 15 below. 

 

 

 

Figure 15. Least significant bit substitution technique 
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Another scheme is a LSB with secret key, since inserting the watermark bit at random 

pixels, dependent upon a key will enhancing the watermark secrecy. The user selects a 

secret key and a sequence of pseudo-random numbers is generated using the key as the 

seed (Skicioglu, 2003). 

As a disadvantage, LSB substitution is not robust against attacks to remove the 

watermark. Such an example a simple modification of the image by setting all LSBs of 

all pixels to ‘1’ or resetting with ‘0’ can defeat the watermark. Also transcoding (such as 

converting the image into lossy JPEG file) can also remove the watermark effectively. 

 Correlation Based Techniques 

Another technique is the correlation-based technique, to utilize the correlation 

characteristics of additive pseudo-random noise patterns applied to an image (Langelaar 

et al. 2000). Related to equation 5 below, a pseudo-random noise (PN) pattern W(x, y) is 

added to the host image I(x, y): 

Iw (x,y) = I(x,y) + k *W(x,y)                                            (5) 

Where, K the gain factor, and Iw the output watermarked image. It is worth to notice that, 

when k is increasing, the robustness of the watermark is increasing too. 

When recovering the watermark, the same pseudo-random noise generator algorithm is 

defined its correlation with the noise pattern and the watermarked image are seeded with 

the same key. If the correlation exceeds some threshold T, then the watermark is 

recovered and a single bit is set. And so it could be expanded to multiple bit messages by 
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embedding multiple watermarks into the image by dividing the image into blocks and 

applying the same process on each block.  

According to the spatial domain, an improvement is done on the basic algorithm where 

the step that threshold being used for determining a logical “1” or “0” can be removed by 

applying two independent PN sequence and an independent seed for each patterns. Which 

is added to the detail coefficients as mentioned in equation 5. One pattern is designated a 

logical “1” and the other a “0”. Throughout detection, the pattern with the higher 

resulting correlation is used. The recovery procedure is repeated through the entire PN 

sequence till recovering all the bits of the watermark (Dey et al. 2012). 

3.3.2 Frequency Domain Watermarking 

According to the frequency domain, images are represented in terms of their frequencies. It 

transfers an image to its frequency representation and the image is segmented into multiple 

frequency bands. The watermark spread throughout the image not just holding on an individual 

pixel. With this technique, the marks are not added to the intensities of the image but to the 

values of its transform coefficients. Then inverse transforming the marked coefficients forms the 

watermarked image. The embedded watermark in the frequency domain of a signal can provide 

more robustness than spatial domain. It is strong against attacks like compression, cropping 

where spatial domain is not. Many transform techniques are available; such as discrete wavelet 

transform (DWT). The use of frequency based transforms allows the direct understanding of the 

content of the image and the hue saturation value (HVS) characteristics can be considered when 

it is time to decide the intensity and position of the watermarks to be applied to a required image 

(Mistry, 2010).  
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 Discrete Wavelet Transform Technique 

After taking an overview of what is meant of watermarking and explaining the two main 

domains, now talking about what are the wave characteristics and what is meant by 

DWT. A wave is an oscillating function of time or space and is periodic as in Figure 16 

(a), a wavelet is localized wave. They have their energy concentrated in time or space and 

are suited to analysis of transient signals as in Figure 16 (b). The wavelet characterized 

by its scale due to compress or extend the mother wavelet where the small scale 

(compress) captures high frequency and the large scale (extend) captures low frequency. 

Also, shifting the wave along signal so the wavelet coefficient measures similarity 

between signal and scaled, shifted wavelet (Misiti et al. 2006).  

 

Figure 16. Wavelet analysis 

In Figure 17 many types of wavelet transform are presented. (Pickholtz et al. 1980) defined 

spread spectrum as: "Spread spectrum is a means of transmission in which the signal 

occupies a band width in excess of minimum necessary to send the information, the band 

spread is accompanied by a code which is independent of the data, and a synchronized 

reception with the code at the receiver is used for dispreading and subsequent data 

recovery". 
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Figure 17. Wavelets transform types a). Haar   (b). Daubechies-4 (c). Coiflet-1 (d). Symlet 

(e). Meyer (f). Morlet  (g). Mexican Hat 

Discrete wavelet transform, is a mathematical formula which transforms an image from 

spatial domain to its frequency domain. The DWT of an image can be obtained by passing 

the image through a series of filters as shown in the block diagram Figure 18. The signal to 

be analyzed is passed through filters with different cutoff frequencies at different scales. It is 

based on sub-band coding to yield a fast computation of wavelet transform, easy to 

implement and reduces the computation time and resources required.   

 

 

 

 

 

Figure 18. 1-level DWT decomposition process 
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In the above block diagram, you will notice a box  , the  is the downsampling 

operator. The reason we included the downsampling operator is: when the image passes 

through the filters, we would wind up with twice as much data as we started with and this 

problem is solved by downsampling the resulted data from filters by 2 (Frerking, 1994). 

LL, LH, HL and HH are the outputs of the filters and we shall explain what is meant by 

each one. According to Figure 18 the DWT decomposes the host image into four bands of 

different resolutions: low-low (LL), high-low (HL), low-high (LH), and high-high (HH). 

The LL sub-band is the approximation coefficients/sub-bands, which are the low 

frequency components whose contents are considered to be the most important. LH, HL 

and HH are detailed coefficients/sub-bands, which are the high frequency components. 

Therefore, the HH sub-band contains the high frequency components of the image and 

the HVS is a low pass visual system, thus it does not recognize this band. Embedding the 

watermark in this band does not violate the imperceptibility requirement of 

watermarking; however compression might remove the HH band that contains the 

watermark. While, HL and LH sub-bands regions contain frequencies that lie between the 

LL and HH bands. These bands are not sensitive to HVS as the LL band and they are not 

the best candidate for removal in compression application as the HH band. So, these 

bands are the best candidates to embed the watermark in. Till now we have been talking 

about 1-level DWT decomposition, let’s see what 1-level DWT does to the image block 

as seen in Figure19. 
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                                         Figure 19. One-Level DWT decomposition 

For the sake of understanding what 1-level DWT composition does to an image, we did 

1-level DWT composition for a medical image that represents an MRI human brain 

image as seen in Figure20 (using the wavelet toolbox in matlab). 

 

Figure 20. One-Level DWT decomposition of MRI image 

So as to obtain other levels of DWT decomposition, the LL sub-band is further processed 

until some final scale N is reached. Figure 21, shows the 3-level DWT decomposition 

(N=3). 



50 

 

 

Figure 21. Three-Level DWT decomposition 

Figure22 shows the implementation of 3-level dwt on the same MRI medical image. 

 

Figure 22. Three-Level DWT decomposition of MRI image 

The image can be reconstructed using the four sub-bands’ coefficients including the 

modified ones by using the inverse DWT (IDWT). Wavelet reconstruction includes 

upsampling and filtering.  
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A digital watermarking method is pointed to as spread spectrum if the marked signal is 

got by an additive modification. One of the known techniques is the embedding of a 

CDMA sequence in the detail bands related to the following equation 6: 
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                                          (6) 

Where Wi is the coefficient of the transformed image, Xi the embedded watermark bit, 

and α is a scaling factor. For detecting the watermark, the same PN sequence used in 

CDMA is generated with determining its correlation with the two transformed detail 

bands. If the correlation exceeds certain T, the watermark is detected. As before it could 

be extended to embed multiple watermarks into the image, thus a separate seed is used 

for each PN sequence that added to the detail coefficients as the equation above. While 

the detection procedure, if the correlation exceeds T for a specific sequence a “1” is 

recovered; else a “0”. Until all of the watermark bits have been detected. Spread-

spectrum is robust, but also has a low information capacity due to host interference 

(Hartung and Kutter, 1999).  

3.4 Relevance of Watermarking with Telemedicine 

Due to the importance of the security issues related to the management of medical information 

with such modern forms, hospital information system (HIS) and picture archiving and 

communication system (PACS), one solution is to use watermarking techniques for protecting 

medical images. A review by (Coatrieux, et al. 2000) has been selected as the basis for the 

proposed techniques presented in this thesis. It discusses some security issues in medical 

http://en.wikipedia.org/wiki/Spread_Spectrum
http://en.wikipedia.org/wiki/Interference_%28communication%29
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information systems and current security tools in addition to different scenarios of the necessary 

requirements for such a system to be accepted by medical crew. 

Electronic patient record (EPR) contains the digital format of patient annotations, clinical 

examinations, and images in various modalities to be used for different purposes. So, in general, 

security of medical information is controlled by a strict ethics and legislatives rules; with 

substantial requirements: confidentiality and reliability. Where confidentiality denotes that only 

the authorized users, in the normally scheduled conditions, have access to the information; 

reliability which deals with two portions; i) Integrity: means the information has not been 

modified by non authorized persons, and, ii) Authentication: a proof that the information belongs 

to the correct person and from the correct source (Len and Delp, 1999). 

Achieving confidentiality means fighting against confidentiality violation, by access control, and 

secure transmission protocols. In case of integrity threats; destruction and modification of the 

files contents, the same solutions may also be used, because the violations are similar in most 

cases. During the transmission, data integrity can be ensured by using digital signatures that 

generate secure hash which sent with the data.  

Lately, there is an increasing number of methods for image watermarking and a number of 

studies in the literature dedicated to watermarking of medical images. In case of medical field, 

three requirements are controlled the scheme of watermarking: data hiding (inserting meta data 

and annotations), integrity control (verification that the image is intact), and authenticity 

(verification that the image is what the user supposes it is).  
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However, in case of transmissions, they are done mostly in a secure manner without loss and 

specific workstations with sufficient protocols, it may be ready for handling local security issues 

and problems may appear from malicious attempts or human mistakes. As mentioned before, the 

main constraints of watermarking are invisibility of the mark, capacity, security, robustness 

against attacks. These demands also require in the medical domain and further constraints are 

added.  

For imperceptibility concept; 1) medical tradition is often not allowed to alter the medical 

image, in other words, it is very strict with the quality of biomedical images. Therefore, the 

watermarking method must be reversible meaning that the original pixel values must be exactly 

recovered. It also constrains to introduce the watermark to prevent transmission of unprotected 

data. 

2) Another alternative to insert the watermark is to define regions of interest so the watermark 

protects these regions to left intact while being inserted in the rest of the image plane. In fact, the 

alterations caused in the regions of non-interest will not affect the diagnosis. For example an 

alteration occurring in image compression; will not interfere with the diagnosis ability.  

3) As a third alternative, watermark insertion methods applying in all multimedia signals and 

medical filed too, that use the whole image and result imperceptible alterations in the image 

pixels (Miaou et al. 2000). 

For the integrity control aspect, the "secure camera" concept applies also to the medical 

images. There is a need to prove that the images on which the diagnoses are based have protected 

their integrity. The integrity control based on the proper preservation of all the image bits may be 

unnecessarily strict.  
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For the authentication aspect, a crucial demand in patient documents is to authenticate the 

different parts of the EPR in the images. An image is identified by an attached header that holds 

all the meta data such as the DICOM solution to the radiology images. A possible alternative is 

to embed all information into the image data itself. Another scheme is to hold both the DICOM 

header in a separate file and embed the digest of the same information inside the image 

(Coatrieux et al. 2001).  

It could be concluded that, watermarking can raise up the security level of the system and 

complete the actual security tools by detecting/manipulation errors and malicious actions. It is an 

ultimate guarantee of authentication more than any other tool protection. Medical images have 

many annotations and may go through several services that recorded in a historical resume 

attached to the image as a patient references. If a watermark that is inserted in the image as an 

identifier is also presented in the header, it guarantees that no error could occur in the image and 

the header. The handling of both the watermark and the header acts as an additional security for 

the records. In case of using non-reversible watermarking, addition of watermarks may hold 

track of the different services that handled the record.  

But In case if the EPR is kept by the patient or transmitted to the different services, some 

techniques must exist to assure the integrity of the record. And watermarking is performed as a 

tool for integrity control used when important security problems happen (Fridrich, 1999).  

3.5 Literature Review  

The concept of digital watermarking dates back to the 1992 by Andrew Tirkel and Charles 

Osborne (Laskar et al. 2013). Many researches of digital image watermarking that present a 
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complete view of different domain issues in the watermarking field. Following are some current 

existing literature review regarding pure watermarking techniques related to the secure 

transmission of medical images although the evolution of digital watermarking in medical 

applications is still in its infancy. Then some current existing related work according to the 

hybrid techniques that combined both encryption and watermarking techniques are highlighted.   

3.5.1 Pure Watermarking-based Schemes 

The studies, that are propriety directed to watermarking method of medical field, are presented in 

some approaches working in this domain, as shown in Table 5 below. 

Table 5. Comparison study related watermarking schemes 

 

 

Projects 

 Watermarking Techniques 

Spatial 

 Domain 

Frequency  

Domain 

LSB SVD Correlation 

based 

DCT DWT 

(Chao et al. 2002)       

(Nambakhash, et al. 2006)      

(Umaamaheshvari and 

Thanushkodi, 2012) 
     

(Soliman, et al. 2012)      

(Giakoumaki, et al. 2006)      

Proposed Technique          

 

Some authors using LSB technique in specific such as (Chao et al. 2002) that introduces a 

watermarking system based on LSB replacement to provide origin authentication and protection 
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of the patient’s health document. Their algorithm based on a bipolar multiple-number base that 

embedded a watermark containing an ECG signal, a diagnostic report, and the physician’s stamp. 

It is noted that the extraction of the watermark requires the original image that weaken the value 

of the system in practice. 

In (Nambakhsh, et al. 2006) a novel blind image watermark approach is developed by 

embedding electrocardiography (ECG) signals in medical images. There are two processes for 

embedding the mark signal during the zero-tree wavelet (EZW) coder: the insertion process and 

the extraction process. The embedding is done when using EZW algorithm after the 

decomposition step. The algorithm has been tested on several CT and MRI images by measuring 

PSNR between the original and watermarked image. Cross correlation (CC %) have been 

calculated between the original and extracted signals for evaluation of percentage of the 

unchanged signal. The results show that the scheme has proved its imperceptibility and make an 

optimum balance between the resolution of host image and the size of the mark by controlling 

the maximum scale to be scanned in EZW algorithm. One advantage, the approach is able to 

decode the host image and the mark signal progressively.  

Also, (Umaamaheshvari and Thanushkodi, 2012) present a hybrid frequency domain 

watermarking scheme for verifying the integrity and authenticity of medical images. They 

combine discrete cosine transform (DCT) and DWT. The original image is decomposed using 

hybrid transform and the watermark embedding and extraction are performed in frequency 

domain using the presented scheme. For DWT, the Daubechies 4 wavelet transform is chosen. 

The proposed method is tested for different types of Attacks and is compared with existing 

methods. The results achieved by using Matlab and tested with different sizes of CT medical 



57 

 

images. As advantages of the hybrid DWT-DCT transform algorithm results, it is enhanced 

PSNR and structural similarity index measure (SSIM) when comparing the extracted watermark 

with the original image. 

A secure patient medical images and authentication system proposes in (Soliman, et al. 2012) in 

order to improve the security, confidentiality and integrity of medical image transferring through 

the internet. The system based on a watermarking technique using particle swarm optimization 

(PSO) mechanism in adaptive quantization index modulation and singular value decomposition 

in combination with DWT and DCT. The concept of swarm intelligence acts at collective 

behavior of intelligent agents in decentralized schemes. Therefore, PSO approach is used to get 

basic quantization steps which are varied to achieve the most suitable locations for many images 

with different frequency properties. Authors assume a group of five medical professionals, which 

are x-ray images as a test samples. The results show that the algorithm can improve the quality of 

watermarked image and increase the robustness against JPEG compression, noise addition 

attacks, noise filtration, and geometric attack.  

By studying the overwhelming amount of algorithms proposed in the literature, (Giakoumaki, et 

al. 2006) present a multiple watermarking scheme based on Haar wavelet decomposition and 

embedding four types of watermarks into a single band of the wavelet coefficients of medical 

images. The multiple watermarks are embedded in the image by applying 4-level DWT and a 

proper quantization of coefficients as shown in Figure 23. It can fit the independent block coding 

strategy of the wavelet-based JPEG2000 standard so it could be coupled with JPEG2000 

compression. The watermarks contains: patients personal and examination data, keywords for 
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information retrieval, the physician’s digital signature for authentication, and a reference 

message for data integrity control.  

The authors propose the embedding procedure by decomposing the image through these levels of 

wavelet transform in a coarse scale image approximation at the highest decomposition level and 

a sequence of detail images (horizontal, vertical, and diagonal) at each of the four levels. Then a 

quantization function is applied to each coefficient to be watermarked. If the resulting value is 

equal to the value of the watermark bit to be embedded, the coefficient is not changed; else, it is 

modified in order to cast the watermark bit value. So the 4-level inverse wavelet transform is 

implemented to obtain the watermarked image. 

 

 

 

 

 

 

 

 

 

Figure 23. Wavelet decomposition (4-level DWT) of an image 

On the other hand, the extraction of the multiple watermarks is implemented through 

decomposition of the watermarked image using 4-level Haar wavelet transform and key based 
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detection of the watermarked coefficients. The multiple watermark bits are thus extracted by 

applying the quantization function to each of these coefficients. 

The algorithm was tested on different medical imaging modalities like (CT, MRI). The 

experimental results highlight the efficiency of the scheme in terms of robustness, transparency, 

and integrity control capability by measuring the PSNR and the average weighted PSNR 

(wPSNR). It is noticed that, no distortion can compromise the quality and diagnostic value of the 

image. The performance of the scheme in terms of robustness was evaluated through JPEG 

compression of the watermarked images.  

As an advantage, the scheme captures a secure and efficient health data management through the 

use of multiple purpose watermarks where different types of data are carried in each watermark. 

Each watermark has different features in terms of robustness and capacity, based on the purpose 

that it addresses. For example, the signature watermark allows the identification of the source of 

the medical data and the index watermark carries keywords, based on which efficient image 

retrieval from image databases can take place. The caption watermark contains patient’s personal 

data as well as additional data that are useful for the diagnosis. Moreover, the fragile reference 

watermark is embedded in all levels aiming to guarantee the data integrity control and detect 

tampering. Take into consideration, that the scheme allows the definition of a region of interest 

(ROI) that provides using of reference watermark embedding due to its tampering property. The 

region of non interest (RONI) can be marked with all the watermarks.  
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3.5.2 Encryption and Watermarking-based Schemes 

The studies that are directed to crypto-watermarking methodologies for medical image safe 

transfer are presented in schemes as shown in Table 6 below.  

Table 6. Comparison study related encryption and watermarking schemes 

 

Projects 

Encryption Techniques  Watermarking Techniques 

Public-Key 

Cryptography 

Private-Key 

Cryptography 

 

Hashing 

Spatial 

Domain 

Frequency 

Domain 

RSA DSA DES AES 

 

LSB SVD Corr. 

based 

DCT DWT IWT 

(Puech, et al. 2008) 
 

 
          

(Umamageswari, et 

al. 2011) 
    

 

  
      

(Bouslimi and 

Coatrieux, 2011) 
           

(Viswanathan and 

Krishna, 2011) 
           

(Piao et al. 2008)             

Proposed Technique              

 

Some authors have presented a number of techniques such as (Puech, et al. 2008) they defined a 

method of applying reversible data hiding algorithms on the encrypted medical images by trying 

to remove the embedded data before the decryption process. The encoding algorithm done by the 

electronic code book (ECB) mode of AES algorithm then hiding the data by a bit- substitution 

based method. Then the extraction of the message and the decryption-removing have done within 

the analysis of the local standard deviation of the marked encrypted images. The results are 

achieved by applying the method on various gray level images and measuring the PSNR and the 
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variation of the local standard deviation for each pixel while taking its neighbors into account. 

The image information content with the entropy was measured too. They mentioned that the 

encrypted images are protected against statistical attacks without showing the results. 

The authors in the (Umamageswari, et al. 2011) propose the need for reversible watermarking 

techniques and security related problems in various medical image modalities. It is based on ROI 

supporting lossless watermarking systems to verify authentication, and public key cryptography 

RSA algorithm to verify confidentiality. The discussion includes the capacity rate and PSNR 

values, shows that the normal reversible watermarking without using any additional security 

techniques having least capacity rate and PSNR values. But applying reversible watermarking 

with DSA approach has better capacity rate and PSNR value. When compared to reversible 

watermarking with secure hash algorithm (SHA-256), the PSNR value is low beside the good 

capacity rate. Comparing the lossless watermarking techniques is done for various medical 

image modalities like MRI, ultrasonic, positron emission tomography (PET), Endoscopic and 

angiographic images. As a result the best findings achieved by reversible watermarking were 

with RSA approach and LSB modification proves to be a simple and fairly powerful tool 

although it is not robust method. 

It is worth to mention that the authors in (Bouslimi and Coatrieux, 2011) discuss a new joint 

watermarking/encryption algorithm by merging the quantization index modulation (QIM) and a 

block cipher algorithm the AES in cipher block chaining (CBC) mode. The system relies on two 

main procedures: image protection and verification. This makes it support by the DICOM 

standard and gives access to the messages in the spatial domain and in the encrypted domain. 

The encrypted domain is used for verifying the reliability. Experimental results are evaluated and 
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proved that the image distortion is very low. But for the limitations: the insertion of the messages 

does not affect general performances of the encryption procedure. Also, the algorithm is not 

suitable for real time transmission of image since it needs twice the time necessary for 

encryption with AES only. They defense that the messages will be lost after any image 

modification, by the fact that the authors focus on verifying data reliability.  

Also (Viswanathan and Krishna, 2011) is a system known as randomized cryptographic fusion 

watermarking system. The mechanism based on the encryption of the patient document and the 

cipher is randomly embedded in the medical image by the bit wise operation. Within 

authentication,  the  embedded  data  is  extracted  and  decrypted  then  compared  with  the 

patient original information. By choosing a sample of image data, the mathematical evaluation is 

tested by PSNR measures. The results assure that the algorithm provides high payload capacity, 

less computational complexity and enhancement of the security due to the fact that the quality of 

the image is maintained without any distortion. For an advantage, they apply the confidentiality 

requirement by encryption and hiding the data randomly in different locations in the image. The 

drawbacks of the system is, it only uphold the image of size (256×256). This system may be 

extended with the combination of cryptography based on Biometric data for personal 

authentication to be more confidential.    

While, (Piao et al. 2008) algorithm introduces a fragile watermarking system in order to secure 

the medical images. It depend on the hash function. Integer wavelet transform (IWT) and LSB 

method. In this case, and in contrast to DWT method, an IWT is used to utilize hash function. 

Before the embedding process, the watermark related to the hash values is inserted into the LSB 

of IWT coefficients then the host image is transformed into wavelet domain by IWT and 
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decomposes the image up to one level. Where LL1 is divided into equal size of blocks and the bit 

planes of LL1 are randomly selected for embedding process. After that, the most significant bit 

(MSB) values and image size information is passed to hash function to obtain the hash value. 

And the output of hash function is then embedded in selected bit plane and combined with MSBs 

to get the watermarked coefficients besides the inverse IWT process is applied to get the 

watermarked image. About the extraction mechanism, first level IWT decomposed the image 

into four sub-bands. Approximation coefficients are divided into blocks and the bit plane of each 

block is selected so the bitstream is extracted. At the final stage, the MSB values and image size 

information are passed to hash function to calculate the hash value. Then an integrity check is 

done between the extracted hash value and embedded hash value; if they are the same, then the 

image is identified authentic. 
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Chapter 4 

Proposed Crypto-based Secured Telemedicine Algorithm 

 

In this chapter, the focus is on applying two different techniques for secured telemedicine 

applications that satisfies the needed requirements. A brief description for both proposed 

algorithms is presented. Then a block diagram for the sending side and the receiving side are 

drawn explaining how the confidentiality, integrity, and authentication are achieved for the 

header level and the image level. After that the algorithms implementation are discussed and 

finally they are evaluated by determining the main metrics. A comparison between both 

proposed algorithms and other crypto-based algorithms is highlighted. 

4.1 Proposed Algorithm I 

In this section, the details of the proposed encryption algorithm I are outlined. The proposed 

approach uses encryption to provide secure transfer for medical images. Since the DICOM 

standard was the choice to apply the algorithm, so the three security requirements are achieved 

on the header level and on the image (pixel data) level too. In general the encryption process 

takes three inputs as shown in Figure 24; header data to authenticate patient data, pixel data to 

validate the image, and authentication entity data to determine the authorship of the image. The 

outputs are: the encrypted pixel data and the security data (digital signatures) that will be used 

for decryption. 
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Figure 24. Proposed approach for data encryption 

The security verification process related to pixel data decryption is shown in Figure 25. It 

recovers the original pixels and checks if the data are reliable or not. It was important to choose 

what metadata will be used. The DICOM standard depends on PS3.15 that defines the basic 

application level confidentiality profile attributes. This was our choice to be used. All the 

attributes in the research’s dataset are listed along with their tags in Table 3 page 27. 

 

 

 

 

 

 

 

Figure 25. Proposed approach for data retrieval and verification 
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4.1.1 Encryption Flow at the Sending Side 

For this approach, a basic algorithm is proposed and implemented. The encryption flow of the 

proposed algorithm is shown as in Figure 26. The Figure presents the block diagram that 

illustrates the main parts of the proposed algorithm at sending side where (a) is for the header 

and (b) for the data, besides the relations between the different blocks.  

 

     

     (a)                                                                             (b) 

Figure 26. Signing and encryption process: (a) for the header, (b) for the image 

The header encryption process falls as in the following steps: 

Step 1: use an externally supplement (personal token) as source to provide the key and the 

initialization vector (IV) of the symmetric encryption algorithm. For example the IV is given as 4 

vectors of 256 bits: the first and third vectors consist of 64 bits of zeros, the second and forth 

vectors consist of 64 bits of ones.  
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Step 2: encrypt the DICOM header by means of encrypting only the confidential attributes values 

with the symmetric encryption algorithm that is used here, and store the encryption result of 

encrypted header in the (0400, 0550) modified attributes sequence location, while replacing the 

values in the original locations with dummy ones (it is one application of de-identification of 

DICOM standard), confirming the confidentiality requirement.  

Step 3: the process also generates an authentication tag, contains information about the integrity 

of the header data. This tag acts as an original hash, and signed to generate a digital signature of 

the header along with a 256 bits private key using asymmetric digital signature algorithm. 

Step 4: the digital signature is stored in the original header to be sent with it along with the 

public key of the owner. This step is achieved the header authentication. 

About the image pixel data encryption is applied as in the following steps: 

Step 1: supply the image with the same key and IV that used with the header encryption process. 

Step 2: the data encrypted using the same symmetric encryption algorithm that is used in 

encrypting header to generate a stream of encrypted pixel data (the encryption result is such that 

the processed pixel data hold no visual relation to the original image). An authentication tag is 

produced here, containing the information about the integrity of the pixel data. By this step the 

image confidentiality is achieved due to the used encryption algorithm and the image integrity is 

achieved due to the authentication tag generation. 

Step 3: the tag is used with a private key of the signing entity and generates a digital signature 

(256 bits) of the image using asymmetric digital signature algorithm. 

Step 4: the image digital signature is stored in the original header itself along achieving the 

authentication requirement related to the image. 
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4.1.2 Decryption Flow at the Receiving Side 

On the other side, the decryption process and security verification of the proposed algorithm are 

viewed in Figure 27. Where (a) illustrates the header decryption and verification, and (b) 

illustrates the image decryption and verification. 

(a) 

 

(b) 

Figure 27. Decryption and verification process: (a) for the header, (b) for the image 
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Based on the Figure above, the header operations fall as in the following steps: 

Step 1: beginning with the same header attributes used in the encryption are retrieved in order to 

decrypt them using symmetric encryption algorithm. The same key and IV used in the encryption 

process will be used in the decryption process too. So the confidentiality is achieved. 

Step 2: according to the previous step an authentication tag will be generated. 

Step 3: the encrypted header digital signature that is stored in the received header before, is 

retrieved and decrypted using the same asymmetric digital signature algorithm to retrieve the 

received authentication tag. 

Step 4: both tags, the received retrieved one and the calculated one, are matched against the 

signature stored in the header, verifying the integrity and authenticity confirming the header is 

tampered or not. 

For the image decryption and security verification, the steps are: 

Step 1: the original pixel data are recovered from the encrypted data using the same encryption 

key and IV that used by the sender. The same symmetric encryption algorithm is applied. The 

confidentiality is achieved by this step. 

Step 2: the authentication tag is generated too from the previous decryption process. 

Step 3: the encrypted image digital signature that is stored in the received header before, is 

retrieved and decrypted using the same asymmetric digital signature algorithm to retrieve the 

received authentication tag. 

Step 4: for this implementation, both tags (the retrieved received one and the calculated one) are 

matched against the signatures stored in the header retrieved by asymmetric digital signature 

algorithm for the image. This step verifying the integrity and authenticity confirming the image 

is tampered or not. 
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4.2 Proposed Algorithm II 

In this section, the details of the proposed encryption algorithm II are outlined. In general the 

encryption process takes three inputs and the same outputs that were explained before in the 

proposed algorithm I shown in Figure 24. The differences with the first proposed algorithm are 

shown in the sending and receiving sides below. 

4.2.1 Encryption Flow at the Sending Side 

The encryption flow of the proposed algorithm is shown as in Figure 28. The Figure presents the 

block diagram of the algorithm at the sending side where (a) for the header and (b) for the data. 

 

 

 

 

 

Figure 28. Signing and encryption process: (a) for the header, (b) for the image 
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The header encryption process falls as in the following steps: 

Step 1: the header confidential attributes is hashed using a hashing function algorithm, producing 

an output of fixed size of bits clarifying its integrity. 

Step 2: then, a fixed portion of 256 bits of the output is used as the encryption key and another 

portion as the IV (of 96 bits and it will be padded with dummy ones to be 256 bits) of the 

encryption algorithm. These will be the security data for image encryption. 

Step 3: the header hashing value result is encrypted using asymmetric encryption algorithm and 

stored in the DICOM header to be sent. 

Step 4: encrypt only the confidential attributes values of the DICOM header with symmetric 

encryption algorithm, and store the encryption result in (0400,0550) modified attributes 

sequence, while replacing the values in the original locations with dummy ones, confirming the 

confidentiality requirement.  

Step 5: the process also generates an authentication tag, containing the information about the 

integrity of the header data. This tag acts as an original hash and that achieved the integrity of the 

header, and signed to generate a digital signature of the header along with a 256 bits private key 

of the signing using asymmetric digital signature algorithm. 

Step 6: the digital signature is stored in the original header to be sent with it. This step is 

achieved the header authentication. 

The image pixel data encryption is applied as in the following steps: 

Step 1: the image pixel data is hashed using a hashing function, generating an output of fixed 

portion for the key and another portion for the IV. And these will be the security data for the 

header encryption. This step achieved the integrity requirement. 
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Step 2: the image hashing value result is encrypted using asymmetric encryption algorithm and 

stored in the DICOM header to be sent. 

Step 3: the image pixel data encryption supplied with the header output hashing as mentioned 

before; it will be encrypted using the same encryption algorithm to generate a stream of 

encrypted pixel data and an authentication tag, containing the information about the integrity of 

the pixel data. By this step the image confidentiality is achieved due to the encryption algorithm 

usage and the image integrity is achieved due to the authentication tag generation. 

Step 4: the tag is used with a private key of the signing entity and generates a digital signature 

(256 bits) of the image using asymmetric digital signature algorithm. 

Step 5: the image digital signature is stored in the original header itself achieving the 

authentication requirement related to the image. 

4.2.2 Decryption Flow at the Receiving Side 

On the other side, the decryption process and security verification of the proposed algorithm are 

viewed in Figure 29. Where (a) illustrates the header decryption and verification, and (b) 

illustrates the image decryption and verification. 
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                     (a)                                                                        (b) 

Figure 29. Decryption and verification process: (a) for the header, (b) for the image 

Based on the Figure above, the header operations fall as in the following steps: 

Step 1: extract the image encrypted hash from the received header and decrypt it by asymmetric 

encryption algorithm in order to retrieve the hash output (512 bits) which consists of the key and 

IV needed to decrypt the encrypted header attributes. 

Step 2: the same header attributes used in the encryption are extracted in order to decrypt them 

using symmetric encryption algorithm. The confidentiality is achieved here. 

Step 3: after the decryption process an authentication tag will be generated. 

Step 4: the encrypted header digital signature that stored in the received header before, is 

retrieved and decrypted using the same asymmetric digital signature algorithm to retrieve the 

received authentication tag. 
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Step 5: both tags, the received retrieved one and the calculated one, are matched against the 

signature stored in the header, verifying the integrity and authenticity confirming the header is 

tampered or not. 

For the image decryption and security verification, the steps are: 

Step 1: extract the header encrypted hash from the received header and decrypt it by the same 

asymmetric algorithm in order to retrieve the hash output (512 bits) which consists of the key 

and IV needed to decrypt the encrypted image data.  

Step 2: the original pixel data are recovered from the encrypted data, as well as its authentication 

tag by using the same symmetric algorithm achieving the confidentiality. 

Step 3: the encrypted image digital signature that is stored in the received header before, is 

retrieved and decrypted using the same asymmetric digital signature algorithm to retrieve the 

received authentication tag. 

Step 4: for this implementation, both tags (the retrieved received one and the calculated one) are 

matched against the signatures stored in the header retrieved by asymmetric digital signature 

algorithm for the image. This step verifying the integrity and authenticity confirming the image 

is tampered or not. 

4.3 Implementations of the Algorithms 

In both proposed techniques, many types of encryption/decryption algorithms are used. So it 

must be important to highlight the used algorithms and the purpose of choosing them. It is 

worthwhile to mention that the same types of techniques are used for the first and second 

proposed algorithms. 
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4.3.1 The AES-GCM Symmetric Encryption Primitive 

The encryption algorithm of choice is the advanced encryption standard-Galois counter mode 

(AES-GCM) with a key size of 256 bits and an IV of 96 bits. It has been standardized by 

National Institutes of Standards and Technology (NIST). This algorithm is based on a universal 

hashing over a binary Galois field to provide authenticated encryption, producing both the 

ciphertext and the authentication tag for integrity verification. It combines the counter mode of 

encryption with the new Galois mode of authentication. Table 7 presents a summary of GCM 

properties (McGrew and Viega, 2005). The feature: authenticated encryption indicates that the 

GCM provides not just confidentiality but integrity/authenticity too. In other words, if the 

encrypted block has been tampered with (intentionally or unintentionally), the algorithm 

provides a means for its detection and will not decrypt the block.  

In both proposed algorithms, AES-GCM takes three inputs: data to be encrypted or decrypted, 

encryption key of size 256 bits, and IV of size 96 bits which is padded here with 1’s to be of size 

256 bits. The outputs are: the encrypted or decrypted data and the authentication tag. The sender 

generates hash subkey for the hash function and a pre-counter from the IV. Then the ciphertext is 

generated by applying the 32-bit incrementing function to the pre-counter block. After that, 

concatenate of the additional authenticated data and the ciphertext, and apply the hash function 

to produce a block that is encrypted to generate the authentication tag. At the receiver side, the 

same procedure is applied so the result is compared with the authentication tag that was received.  

However, in the implementation, the choices of algorithms were based on finding the effective 

ones and not have been broken yet such as AES with a key of 256 bits that used in US 

government. Besides, GCM can take full advantage of parallel processing and using of pipeline 

instruction in contrast to the CBC mode in which the pipeline baulk its efficiency. The choice of 
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nonce in GCM to be not fixed and unique with every encryption operation is a secure option. It 

has a minimum latency and minimum operations overhead. So it is worthwhile to note that this 

mode of operation gives some valuable insights into how polynomial hash based authentication 

acts (McGrew and Viega, 2004). 

Table 7. A summary of the properties of AES-GCM 

Security Function   Authenticated encryption 

Error Propagation None 

Synchronization Same IV used by sender and recipient 
  

Parallelizability Encryption - block-level  

Authentication - bit-level 

IV Requirements Each IV must be distinct, for each fixed key  

IV can have arbitrary length from 1 to  264 bits 

Memory Requirements Same as block cipher 

Pre-processing capability Effective methods available for accelerating 

authentication 

Message Length Requirements Arbitrary message up to  239 − 256 bits  

Arbitrary additional authenticated data up to   

264 bits.  

Ciphertext Expansion Ciphertext length is identical to plaintext length  

0 to 128 bits required for the authentication tag 

 

Among the NIST standard options, AES-GCM is the best performing authenticated encryption 

combination compared to the other authenticated encryption algorithms such as AES CBC+ ( 

hash message authentication code) HMAC- SHA-1, AES CBC+HMAC-SHA256, and RC4-
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SHA1. And it keeps improving performance across central processing unit (CPU) generation. In 

Figure 30 some authenticated encryption performance. It measures cycles per bytes versus (vs.) 

cores (Intel® Core™ i7-2600K and Intel® Core™ i7-3770 Processors) on 32KB buffer in CPU 

cycles per byte where lower is better. (Gueron and Kounavis, 2012). 

Figure 30. AES-GCM vs. other (NIST standard) Authenticated Encryption 

4.3.2 The Whirlpool Hashing Function Primitive 

The Whirlpool hashing function is a quite recent algorithm, proposed in the New European 

Schemes for Signatures, Integrity and Encryption (NESSIE) Project as a strong hash function. At 

the present, it has been standardized by International Standards Organization (ISO) (Barreto and 

Rijmen, 2003). It has one input: original or encrypted data less than 2256 bits and an output: of 

512 bits that is divided into 256 bits representing the encryption key and 256 bits representing 

the IV. The encryption process consists of updating an 8 by 8 state matrix (block cipher) with 
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four round functions (sub bytes, shift coloumns, mix rows, and add round key) over 10 rounds. 

During each round the new state is computed. 

The choice of Whirlpool to be the main hashing function here is that according to the (Andrew, 

2007 ) for a hashing algorithm to be considered secure one it should have double the number of 

calculations required to solve it in a suitable time since computers are getting faster. Up to date 

of article 2007, the current strongest encryption algorithms are SHA-512 and Whirlpool. Any 

one of these algorithms are worthy of protecting information. So due to the fact that no attacks 

have been reported on earlier versions of Whirlpool and the new versions are produced to 

perform better, likely to be more secure, so we choose Whirlpool to be the used hash function. 

4.3.3 The Elliptic Curve Digital Signature Primitive 

Asymmetric DSA is applied in both proposed techniques by choosing the elliptic curve digital 

signature algorithm (ECDSA) to generate a digital signature along with a 256 bits private key. 

The ECDSA is now widely accepted and used in several applications, producing shorter 

signatures than the original DSA, with the same security properties. The generated signature is 

stored in the digital signature sequence location as defined in DICOM security part15 (Lopez and 

Dahab, 2000). It takes an input (authentication tag) of 256 bits and output the digital signature of 

256 bits too using a private key. The algorithm has three phases: key generation, signature 

generation, and signature verification. Such the formula of the elliptic curve is y2 = x3 + x + 1. 

Determine the domain coefficients and the base point G=(Xg,Yg) such Xg=13 and Yg=7. Take 

n=7, the order of the base point. Select the random private key d  in range 1<=d<=n-1, take d=4. 

Then compute the public key Q=(Xq,Yq) which is Q=(17, 20). Select k=3 in range 1<=k<=n-1. 

Compute k×G=(X1, Y1), R=X1 (mod n), and S=k-1 ×[(e+ d×R) (mod n)]. The generated 
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signature gives as (R, S). Then the receiver verifies if the public key curve point is valid and 

calculate the curve point (x1,y1)= u1×G + u2×Q. The signature is valid if R=X1 (mod n). 

The reason for choosing ECDSA over other algorithms, that the size of the public key needed for 

ECDSA is about twice the size of the security level. And it is a newer operation compared to 

RSA and according to (Bendel and Mike, 2011) in December 2010, a group calling 

itself fail0verflow notified recovery of the ECDSA private key used by Sony to sign software for 

the PlayStation 3 game console. Although, this attack could be assumed invalid against ECDSA 

because it’s Sony failed to implement valid signature(s).  

4.4 Performance Evaluation of the Algorithms 

A MATLAB (7.6.0) program is used to implement both proposed algorithms and the test is done 

on 20 brain DICOM image with a size of 256×256 pixels each, with a depth of 16 bits. The 

graphical user interface is used so it can be represented in form of rules which can be easily 

understood by humans. MATLAB is installed on Dell N5010 machine Model Laptop, Intel Core 

TM, 4.00 GB RAM, and M 350@ 2.27 GHz with Microsoft Windows XP operating system.  

4.4.1 Performance Evaluation Metrics 

In order to evaluate both systems, a numbers of metrics are used depends on: 

 Histogram analysis. 

  Key sensitivity analysis. 

 Entropy. 

 Correlation. 

 PSNR. 

http://en.wikipedia.org/wiki/ECDSA
http://en.wikipedia.org/wiki/Sony
http://en.wikipedia.org/wiki/PlayStation_3
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 Encryption/Decryption time. 

 Robustness against noise or attacks. 

4.4.2 Histogram Analysis 

Image histograms aid in understanding the similarity among the pixels. If there is no or 

negligible similarity among the pixels then encrypted image is secure against attacks. Figure 31 

shows the histogram of brain image for proposed algorithm I. Figure 31(b) represents the 

histogram plot of original plain image shown in Figure 31(a). It can be observed that the 

statistical relation among the pixels has resulted in variation in the histogram plot. Figure 31(d) 

represents the histogram plot of encrypted image shown in Figure 31(c). Figure 31(f) represents 

the histogram plot of the decrypted image shown in Figure 31(e). It is clear from the histogram 

plot shown in Figure 31(d) that attacker may conclude the least information from the ciphered 

image because neighboring images are not related to one another. The same is shown in Figure 

32 for the proposed algorithm II. Figure 32(b) represents the histogram plot of original image 

shown in Figure 32(a). Figure 32(d) represents the histogram plot of encrypted image shown in 

Figure 32(c). Figure 32(f) represents the histogram of the decrypted image in Figure 32(e). Thus, 

both proposed encryption strategies can detect any statistical attacks that can be performed on 

encrypted image. 
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(a) Original image                                           

(b) Histogram of original image 

        

              (c) Cipher image                                        (d) Histogram of cipher image 
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                (e) Decipher image                                      (f) Histogram of decipher image 

Figure 31. Histogram of plain and 

cipher image related to the proposed 

algorithm I 

    

       (a) Original image                                        (b) Histogram of original image 

        

   (c) Cipher image                                             (d) Histogram of cipher image 
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           (e) Decipher image                                            (f) Histogram of decipher image                  

Figure 32. Histogram of plain and cipher image related to the proposed algorithm II 

4.4.3 Key Sensitivity Analysis 

Encryption technique should be secure enough even if there is little alteration in key. If the 

attackers guess the partial correct key, then the decryption process fails. So this analysis is 

performed by changing the two byte information of the correct key. Figure 33 shows the 

decryption of encrypted image with a valid key. Figure 34 shows decryption of ciphered image 

with the incorrect key. Here changing first two hexadecimal digits of the key. Under such 

instance the proposed encryption algorithm I is secure. For the proposed algorithm II, Figure 35 

shows the decryption of encrypted image with a valid key. Figure 36 shows decryption of 

ciphered image with the incorrect key. Proposed algorithms are completely secured since a 

change of one byte of the valid key will not lead to the original image again. 
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      (a) Original image                       (b) Cipher image                        (c) Decipher image 

Figure 33. Decryption using correct key related to the proposed algorithm I 

         

(a) Original image                        (b) Cipher image                        (c) Decipher image 

Figure 34. Decryption using incorrect key related to the proposed algorithm I 

         

      (a) Original image                       (b) Cipher image                        (c) Decipher image 
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Figure 35. Decryption using correct key related to the proposed algorithm II 

         

(a) Original image                        (b) Cipher image                        (c) Decipher image 

Figure 36. Decryption using incorrect key related to the proposed algorithm II 

4.4.4 Entropy 

Entropy is a measure of uncertainty. It is an important measure to analyze the encrypted image. 

The higher the value of entropy of encrypted image, the better of the security. The Entropy En of 

the input original image and the encrypted image is calculated using equation 5: 

                              (5)           

The term p(i) is the number of occurrence of a pixel/total number of pixel in the image. 

Information entropy is calculated by using the above equation and the results are shown in Table 

8 for both proposed algorithms. It is worthwhile to note that ideally the entropy should be 8 bits 

for gray scale images. If an encryption scheme generates an output cipher image whose entropy 

is less than 8 bits, then there might be a possibility of predictability, which may threaten its 

security. The results of our algorithms are very close to the theoretical value of 8, implying that 

information leakage is negligible and (AES-GCM) encryption algorithm is secure 
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.  

Table 8. Entropy values for original image and ciphered ones 

Proposed 

Algorithms 
Original Image Cipher Image 

Entropy of Original 

Image (bits) 

Entropy of Cipher 

Image (bits) 

Proposed 

Algorithm I 
  

 

5.8739 

 

7.9969 

Proposed 

Algorithm II 
  

 

5.8739 

 

7.8909 

 

4.4.5 Correlation 

Correlation is a measure that computes the degree of similarity between two images. It is a useful 

measure to judge encryption quality of any cryptosystem. Any encryption system is assumed to 

be good, if the encryption algorithm hides all attributes of a plain image, and the encrypted 

image is totally random and highly uncorrelated. If encrypted image and plain image are 

completely different then their correlation coefficient will be very low, or very close to zero. If 

correlation is equal to one, then the two images are identical and the encryption method will 

completely fail. The results of both proposed algorithms shown in Table 9 based on equation 3, 

indicate that the system is working well. 

4.4.6 Peak Signal to Noise Ratio  

The PSNR measures the similarity between the original image and the encrypted one. The PSNR 

value related to the same test images in Table 9 is calculated based on equation 1. 
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Table 9. Correlation and PSNR between original plain and encrypted images 

Proposed 

Algorithms 
Original Image Cipher Image Correlation Value 

PSNR Value 

(db) 

Proposed 

Algorithm I 
  

 

0.0081 

 

11.3778 

Proposed 

Algorithm II 
  

 

0.0081 

 

11.1309 

 

4.4.7 Encryption/Decryption Time Performance 

Measuring the average time required for the encryption and decryption operations are presented 

in Table 10 for the same image of size (256×256). The table shows the time needed for the 

header and image operations in seconds. 

 

 

Table 10. Time in seconds required for encryption and decryption 

Proposed 

Algorithms 

Encryption 

Time for 

Header 

Operations (s) 

Encryption 

Time for 

Image 

Operations (s) 

Decryption 

Time for 

Header 

Operations (s) 

Decryption 

Time for Image 

Operations (s) 

Total 

Encryption 

Time (s) 

Total 

Decryption 

Time (s) 

Proposed 

Algorithm I 
100.3 384.5 50.1 502.6 484.8 552.7 
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Proposed 

Algorithm II 
147.4 664.3 411.7 449.4 811.7 861.1 

 

4.4.8 Robustness against Noise and Attacks 

An algorithm for encrypting an image should be robust against statistical attacks. This means the 

system should have high key sensitivity or plain image sensitivity. In section 4.4.3 a test against 

the key sensitivity is done. Therefore, a small modification, even a single pixel being changed by 

one bit in the original image, causes a great difference in the cipher-image or it will not decrypt 

the cipher image. These properties make it difficult for attackers to break the system. 

Based on these aspects it is shown in Table 11 below that the proposed algorithms are immune 

against statistical attack. The Table shows the decryption operation for the cropped cipher image, 

Gaussian-noised cipher image, compressed cipher image, rotated cipher image, and dithered 

cipher image. All the attacks are applied in order to test the algorithms confirming that a robust 

encryption details are used in both algorithms, so the cipher images will not be decrypted after 

being attacked.  

 

Table 11. Robustness against statistical attacks 

Proposed 

Algorithm 

Original 

Image 

Cropped 

Cipher 

Image 

Gaussian-

noised 

Cipher 

Image 

Compressed 

Cipher Image 

Rotated 

Cipher 

Image 

Dithered 

Cipher Image 

Deciphered 

Attacked 

Image after 

each attack 

Proposed 

Algorithm 

I  
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Proposed 

Algorithm 

II  
  

    

 

4.4.9 Comparison Results 

It must be emphasized that the proposed algorithms provide the three security requirements on 

the header level and on the image level. Also, it should be considered that there must be a 

standardized way to exchange images in telemedicine so that in a DICOM context, the recovery 

issues (such as recovery from the database) could be solved by defining a security profile for this 

approach. Another advantage; the implementation is robust because of using strong 

cryptographic algorithms (none of them have been broken yet) and the mechanisms are being 

executed in a secure mode. As a result, it is noticed that the processed images have no relation to 

its original parts, reducing the probability of an unauthorized people to break the approach.  

The proposed algorithm II has a main attractive point that have a strict integrity, referring to the 

fact that if the encryption key was tampered, then the encrypted image data will not be decrypted 

and the execution for the algorithm will be broken down.  Then it will be known that an attack 

has happened during the transmission and cause a tamper. It is a secure related issue that just the 

physician knows the encryption key could be able to decrypt and read the medical image.  
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Comparing between both proposed approaches with (Kobayashi et al. 2009) that mentioned 

some limitations in their approach, founding that the confidentiality in (Kobayashi et al. 2009) 

does not achieve since the decryption key is stored in the header in order to decrypt the received 

image. Their approach applied on many frames, but our algorithms applied on one frame only.  

In addition to that, it is worthwhile to mention that in our proposed algorithms, an optimization is 

done over the AES-GCM algorithm regarding a software implementation issues. Thus, the code 

of AES-GCM is written in MATLAB language by means of using (Dworkin, 2007) that contains 

a recommendation for block cipher modes of operations related GCM. The main point was the 

modification applied later on the implementation code by using nested IF statement each time 

instead of using nested FOR loop statement. By exchanging the WHILE statements with IF 

statements and separating the files, the code becomes needed a time less than before. By this 

enhancement features our proposed algorithms take an advantages over the compared approach.  

Table 12, give comparison results in terms of entropy, PSNR, correlation, and execution time 

between the three schemes. In Figure 37 the total execution time are drawn. In details, the time 

required for encryption specified to the three operations: AES-GCM (before and after the 

enhancement), Whirlpool, and ECDSA are compared in Figure 38. In contrast, the time required 

for decryption specified to the three operations too is drawn in Figure 39. 

 

 

Table 12. A comparison results in terms of entropy, PSNR, correlation, and time 

Projects Entropy of 

Cipher Image 

PSNR  

Value 

Correlation 

 Value 

Total 

Encryption 

Total 

Decryption 
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(bits) (db) Time (s) Time (s) 

Proposed 

Algorithm I 
7.9969 11.3778 0.0081 484.8 552.7 

Proposed 

Algorithm II 
7.8909 11.1309 0.0081 811.7 861.1 

(Kobayashi et al. 

2009) 
7.4764 11.4760 0.0242 876.2 904.2 

 

 

 

Figure 37. Total execution time needed for the schemes 
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Figure 38. Encryption time needed for AES-GCM, Whirlpool, and ECDSA 

 

Figure 39. Decryption time needed for AES-GCM, Whirlpool, and ECDSA 

It is worthwhile to be noted, that the proposed algorithm I in Figure 38 and 39, is not drawn for a 

Whirlpool comparison because it does not use the hashing technique. About the ECDSA, all the 

compared schemes are extremely similar and need a little time for encryption or decryption.  
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Chapter 5 

Proposed Watermarking-based Secured Telemedicine Algorithm 

 

In this chapter we shall see how we will develop a public medical image watermarking algorithm 

that is resistant to several attacks. The proposed scheme is based on the idea of combining 

multiple watermarks related to the patient data into the medical image, through digital 

watermarking algorithm for a telemedicine application. It aims to enhance medical 

confidentiality protection, origin data authentication, and data integrity control. In this method 3-

level DWT is applied to the original image and the concept of region of interest is used. Then a 

correlation-based technique is used for embedding the watermarks besides using LSB for 

embedding the fragile watermark. The performance is evaluated by testing the imperceptibility 

by calculating the PSNR between the original image and the watermarked image. Also testing 

the robustness by applying different types of attacks and then the correlation between the original 

and extracted watermarks is calculated. 

5.1 Watermark Generation Module 

In the proposed algorithm, three watermarks are used so each one will be applied for a specific 

purpose. There is one authentication watermark and two integrity watermarks used in this 

project. 

5.1.1 Authentication Watermark 

The scheme simultaneously inserts different purpose watermarks, starting with the patient 

information watermark for the purpose of achieved authentication requirement since the 
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confidentiality is achieved by the embedding process itself. This watermark is generated from the 

DICOM header and presented in the project as a gray-scale image which consists of the basic 

application level confidentiality profile attributes that was defined in the header. It contains the 

patient’s personal information, physician’s information, image comments, health history, etc. So, 

the size of the watermark depends on the image size and is related to the existing patient records 

that are defined, not a fixed one. In the case of the testing image that we used in the algorithm, 

the size of the watermark is (50 ×60) pixels which equal to 3000 bits. This embedding is done in 

the DWT third layer of HL horizontal details decomposition of each block in the RONI. The 

Figure 40 shows a watermark image related to one of the test medical image that we used in the 

algorithm. 

 

 

 

 

 

 

 

 

Figure 40. Image of the patient information watermark 

5.1.2 Integrity Watermarks 

For this type, two watermarks are defined for strict integrity requirement and tamper detection.  

1) ROI watermark: this watermark is generated by taking the LSB’s of all pixels/blocks in 

ROI region and formed as a binary array values of {0, 1}. It is defined for integrity 
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purpose and the embedding process is done in the DWT second layer of HH subband 

diagonal detail decomposition of the block in the RONI region. The size of the 

watermark depends on the size of the selected region of interest.  

2) A fragile watermark is generated randomly by the user and known to the recipient. It is 

embedded in the LSBs in each ROI pixels instead of their bits that embedded in the 

RONI before. The procedure is done for the purpose of data integrity control by using 

LSB method. This fragile watermark consists of a randomly 64 bits PN sequence 

generation. Its extraction and comparison are done of the extracted watermark bits with 

the originally embedded ones. It provides information on whether and the image has been 

modified (tamper localization purpose). Figure 41 displays the fragile watermark as a 

binary image of size (64×1). 

 

(1100101100110010000000010101100001001101100001110011100100001110) 

Figure 41. Fragile watermark image 

5.2 Image Preprocessing 

As mentioned in the algorithm overview, the multiple generated watermarks are embedded and 

extracted according to the DWT and correlation-based technique, besides using the LSB method 

for the fragile watermark. Before the embedding, the original image is pre-processed and the 

following concepts in this subsection are applied to the image. 

The ROI has somewhat different meanings and definitions for the different applications, so it can 

be defined simply as a polygon or as any combination of irregular shapes to represent a subset of 

data as shown in Figure 42. The Figure shows that the selection of the ROI is done by a 
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MATLAB roipoly tool to be formed as a polygon shape with a small size made by the user. By 

software implementation issue the ROI is separated from the RONI and while dividing the plain 

image into blocks of equal size (16×16) and the blocks that enter the boarders of the ROI even 

with just one pixel, it will be considered as an ROI block. The remaining blocks will be 

considered as RONI blocks. The previous step is done by scanning the blocks and flagged the 

meant region with ones whereas the other region is flagged by zero.  Figure 43 explains how the 

image plain divided into blocks and determining ROI/RONI blocks. 

 The ROI acts as the important parts of the data based on the targeted application, where 

selecting these sub-regions will enable some special processing to be done that is not applied to 

the whole image area. Any distortion in ROI may lead to undesirable result for patient. To secure 

medical images by watermarking, the ROI should be protected and the watermarks can be 

applied on the remaining part of the image, i.e. in the RONI region. 

 

   

      (a) Selected ROI                        (b) Separated ROI                   (c) Separated RONI 

Figure 42. ROI selection and RONI separation from polygon shape of ROI 
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Figure 43. Dividing the image into blocks and determining ROI/RONI blocks 

5.3 Watermarks Embedding/Extraction in RONI 

The watermarking algorithm consists of two procedures; watermark embedding and watermark 

extraction that applied for the two regions: ROI and RONI separately. The two procedures are 

described in the following subsections. 

5.3.1 Watermarks Embedding Procedure in RONI 

In general, the embedding operation is done in the RONI and in the ROI separately, then they 

will be combined together to perform the watermarked image. Figure 44 shows the embedding 

procedures for both regions, before discussing the details about each region separately. 
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Figure 44. Embedding 

procedures for ROI and RONI 

About RONI embedding procedure, after illustrated the image by ROI and RONI, and dividing it 

into blocks of size 16×16 pixels, we take the RONI region and the 3-levels DWT are applied to 

each block. So each block of size 16×16 has a corresponding block of size 8×8 in the first 

decomposition level, a block of 4×4 coefficients in the second level, and a block of 2×2 in the 

third level. Figure 45 illustrates the pyramid structure of a 3-level wavelet decomposition of each 

block, including a horizontal detail at the highest decomposition level (3HL), and 9 

decomposition corresponding to the approximation (LL), vertical details (LH), and diagonal 

details (HH) at each of the three levels. The Haar wavelet is selected as the mother wavelet for 

the image blocks decomposition aiming to exploit the dyadic rationality of the coefficients in 

order to increase watermark robustness.  
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Figure 45. Three level DWT decomposition of each block 

A block diagram displaying the steps of embedding the multiple watermarks in a cover image is 

shown below in Figure 46. 

Figure 46. A block diagram of RONI embedding procedure 

The RONI blocks are prepared for the following embedding steps after the image processing 

steps. Based on the block diagram above: 
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Step 1: for a 1-level DWT, decompose each RONI blocks into 4 sub-bands: LL1, HL1, LH1, and 

HH1. 

Step 2: for a 2-level DWT, apply DWT to the HL1 sub-band to get another 4 sub-bands (LL2, 

HL2, LH2, and HH2) and choose the sub-band (HL2) shown in Figure 47(a) 

Step 3: for 3-level DWT, we applied DWT to the HL2 sub-band to get 4 sub-bands (LL3, HL3, 

LH3, and HH3) and chose the sub-band  (HL3) as shown in Figure 47(b) 

 

Figure 47. Choosing the sub-bands for each block (a) HL2 and (b) HL3 

Step 4: the patient information watermark that will be embedded in HL3 is reformulated into a 

sequence of ones and zeros in order to make it a binary matrix. 

Step 5: the embedding algorithm is applied by; generating PN sequences to designate “1” and 

“0”. Then finding two highly uncorrelated PN sequence: pn_sequence_1 and pn_sequence_0. 

Where the size of both sequences will be the same as the size of the embedding block (in our 

case in the third level, will be equal to 2×2) in order to apply the matrix addition property.  
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When the watermark bit = 0; then the addition is done between pn_sequence_0 matrix of size 

2×2 and the block of HL3 is of size 2×2. The addition result will be a matrix of size 2×2 

embedded in the block of HL3 with a gain factor K. 

When the watermark bit = 1; then the addition is done between pn_sequence_1 matrix of size 

2×2 and the block of HL3 of size 2×2. The addition result will be matrix of size 2×2 embedded 

in the block of HL3 with a gain factor K. 

This method will be applied until embedding all the patient information watermark bits. 

Step 6 :  apply the inverse DWT (IDWT) using the 4 sets DWT coefficients. However, apply 

IDWT to the modified coefficients of level 3 (LL3, HL3, LH3, and HH3) to reconstruct the chosen 

sub-band of level 2 (HH2).  

Step 7: the ROI watermark is embedded in the HH2 by applying the same method for the patient 

information watermark that mentioned in step 5. But the size of both sequences in this case to be 

embedded in the second level, will be equal to 4×4, and so the result of matrix addition will be a 

matrix of size 4×4 too, embedded in the block of HH2 with a gain factor K. Repeat the 

embedding process with one bit each time of embedding, until the watermark bits are handled.  

Step 8:  apply IDWT to the modified coefficients of level 2 (LL2, HL2, LH2, and HH2) to 

reconstruct the chosen sub-bands of level 1 (HL1).  

Step 9: apply IDWT to the modified coefficients of level 1 to reconstruct the watermarked 

medical image (cover object). 

Step 10: combine the ROI and RONI regions, to reconstruct the watermarked medical image.  

It must be noted that, two different watermarks with different sizes will be embedded into two 

different sub-bands (in our case HH2 and HL3), where the size of the block in the selected sub-

bands must not exceed the size of the selected watermark that is to be embedded into the 
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specified sub-band. Notice that the embedding is done as 1 embedding bit of watermark each 

time. 

In this research, the medical image was of size 512×512. The size of each block is 16×16, so the 

image has 1024 blocks. After applying 1-level DWT, the resulted four sub-bands were each of 

size 8×8. When we applied DWT to one of these sub-bands; the resulted four sub-bands were 

each of size 4×4. At last we applied DWT to level 3 to one of the sub-bands; and the resulted 

four sub-bands were each of size 2×2. The chosen sub-band of level 1, resulted in 256×256 

maximum message size that can be embedded, and the chosen sub-band of level 2 resulted in 

128×128 maximum message (ROI watermark) size that can be embedded to HH2 and finally a 

64×64 maximum message (patient information) size that can be embedded to HL3.  

5.3.2 Watermarks Extraction Procedure in RONI 

In general, the extraction procedure is done in the ROI and RONI regions as shown in Figure 48. 

 

 

 

 

 

 

 

 

Figure 48. The extraction procedures for ROI and RONI 



103 

 

A block diagram below is showing the steps of extracting watermarks from watermarked image 

in RONI as Figure 49. 

 

Figure 49. A block diagram of RONI extraction procedure 

The extraction steps based on the block diagram above are: 

Step 1: Separate ROI region from the watermarked image, in order to apply the procedure on the 

RONI only. 

Step 2: divide the watermarked image into blocks of size 16×16. 

Step 3: apply DWT to the watermarked image 3 times and determine the 4 sub-bands: LL, HL, 

LH, and HH for level 1, 2 and level 3 respectively, where HL3 sub-band contains the patient 

information watermark that has to be extracted, HH2 sub-band contains the ROI watermark.  

Step 4: when recovering the watermarks, the same pseudo-random noise generator algorithm is 

defined its correlation with the noise pattern and seeded with the same key. Throughout 
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detection, the pattern with the higher resulting correlation is used. The recovery procedure is 

repeated through the entire PN sequence till recovering all the bits of the watermark. 

5.4 Watermarks Embedding/Extraction in ROI 

The two procedures are described in the following subsections. 

5.4.1 Watermarks Embedding Procedure in ROI 

The region of interest has one watermark to be embedded and extracted. A block diagram in 

Figure 50 is showing the steps of embedding a fragile watermark in a cover image. 

 

 

Figure 50. A block diagram of ROI embedding procedure 

The embedding procedure includes the following steps:  

Step 1: separate the RONI from the original image in order to apply the fragile watermark in the 

ROI. And divide the image into blocks of size 16×16. 
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Step 2: Generate the fragile watermark PN sequence by the user randomly. 

Step 3: The fragile watermark bits are embedded in the LSBs in each ROI pixels instead of their 

bits that embedded in the RONI before with one bit each time of embedding using LSB method 

until the watermark bits are carried out. The remaining blocks in the ROI without embedding, 

will be embedded by zero’s using LSB method too. 

Step 4: combine the ROI and RONI to reconstruct the watermarked image. 

5.4.2 Watermarks Extraction Procedure in ROI 

The extraction of the fragile watermark is done by the procedure shown in a block diagram 

below for Figure 51. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 51. A block diagram of ROI extraction procedure 
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The extraction process steps are: 

Step 1: separate RONI from the watermarked image in order to extract the watermark from the 

ROI. And divide the image into blocks of size 16×16. 

Step 2: apply the extraction algorithm using LSB method on each block of the ROI so the 

watermark bits are subsequently extracted. 

 Step 3: after retrieving all watermark bits, do a comparison between the extracted watermark 

bits with the originally embedded ones. If they are the equal, then ROI is the same. So restore 

LSBs of ROI from ROI watermark. If they are not equal, then ROI is modified.  

5.5 Performance Evaluation of the Algorithm 

The algorithm was tested on different medical images (MRI and X-ray) of different sizes using 

MATLAB 7.6.  The performance of this algorithm was evaluated by studying the visibility of the 

watermarked image and the robustness of this algorithm to different kinds of attacks. In this 

section we will deal with many types of attacks. 

5.5.1 Setup of MATLAB-based Simulation Experiments 

Several simulation experiments are done in order to test and evaluate the effectiveness of the 

proposed algorithm. The main performance evaluation metrics are: imperceptibility, 

authentication, and integrity verification. 

Imperceptibility is measured by the PSNR which provides an efficient measure of image 

distortion. It is observed later, that the high PSNR values obtained represent the transparency of 

the proposed technique. The larger the PSNR, the better is the image quality.   
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The performance of the scheme in terms of robustness of the watermark without applying attacks 

was evaluated through measuring the correlation between the extracted watermark and the 

original one to determine how closely the original resembles the extracted watermark. The range 

of the correlation is in between 1 and 0 where 1 indicates that the image is exactly the same 

while the value of 0, means that there is no correlation between the original image and the 

extracted watermark, such the image is unrecognizable at all. The patient information watermark 

were extracted and subsequently compared with the originally embedded one; showing the 

percentage of similarity in the extracted watermarks confirming on the authentication metric. 

Besides the integrity verification for the fragile watermark is checked to find the similarity 

between the extracted and the reference fragile watermark. 

In addition, a test is done to show whether a watermark can survive against different 

modifications to the image it is embedded in, such as cropping, white Gaussian noise, JPEG 

compression, and dithering attacks of the watermarked images.  

Also, the simulation test and evaluation is done using StirMark benchmark 4.0. It is a generic 

tool for simple robustness testing of image watermarking algorithms used by researchers to 

automatically try to remove watermarks created by attacks (Petitcolas et al. 1998). 

5.5.2 Imperceptibility Results 

The visibility of this algorithm was tested by calculating the PSNR between the original image 

and the watermarked image. By taking right (RT) ankle medical image as an original image 

shown in Figure 52(a), and embedding all the watermarks to get the watermarked image as 

shown in Figure 52(b), the PSNR value was calculated as shown below. 
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                              (a)                                                                        (b) 

Figure 52. (a) The original image, (b) the watermarked image, PSNR value = 90.8481 db 

As shown from the experimental result that we did above, embedding the watermarks in HH and 

HL sub-bands have shown high PSNR values and high imperceptibility as well.  The two sub-

bands didn’t affect the visibility of the image. 

5.5.3 Authentication Results 

1) Without applying attacks 

We studied the robustness of the extracted patient information watermark from the sub-band 

HL3 in RONI. Then the similarity between the extracted watermark and the original 

watermark was computed using the correlation factor. In the following Figure 53(a) the 

original patient information watermark image is shown, and Figure 53(b) the extracted 

watermark image is shown along with the correlation value. 
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(a)                                                                          (b) 

Figure 53. (a) Original watermark, (b) extracted watermark, correlation =0.9811 

2) With attacks 

 Effect of cropping attack: we cropped the watermarked image by different block sizes. 

The block cropping is done on the four corners: up right, up left, down right, and down left. 

The attacked watermarked image at different values of block size is shown in Figure 54. 

 

 

 

 

 

 

 

Figure 54. Watermarked image cropping with different values of block size 
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The extracted watermark (Patient information) for HL3 besides the correlation and PSNR 

results at different values of block size are shown in Figure 55, Figure 56 respectively. 

Figure 55. Extracted watermark (patient information) after cropping 

 

 

 

 

 

 

 

 

 

 

(a) 
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(b) 

Figure 56. (a) Correlation vs. block size and (b) PSNR vs. block size; after cropping 

 Effect of Gaussian noise: when adding the Gaussian Noise to the watermarked image, 

we fixed the value of the variance to zero and changed the value of mean from 0 to 1 of a 0.2 

scale; the results of the attacked watermarked image is shown in Figure 57. 

Figure 57. Gaussian attack with different mean values on the watermarked image 
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The extracted watermark (Patient information) for HL3 in addition to the correlation 

between the original and extracted watermark, and PSNR results at different values of the 

mean are shown in Figure 58, Figure 59 respectively. 

Figure 58.  Extracted watermark (patient information) from HL3 after Gaussian attack 

 

                                                                   

 

 

 

 

 

 

(a) 
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(b) 

Figure 59. (a) Correlation values vs. mean and (b) PSNR vs. mean; after Gaussian attack 

 Effect of JPEG compression: when applying the JPEG compression to the watermarked 

image, with different values of quality; the result of attacked watermarked image is shown in 

Figure 60. 

Figure 60. Compression attack of different quality values on the watermarked image 



114 

 

The extracted watermark (Patient information) for HL3 besides the correlation and PSNR 

results at different values quality are shown in Figure 61, Figure 62 respectively. 

Figure 61.  Extracted watermark (patient information) from HL3 after compression attack 

 

 

                                                                       

 

 

 

 

 

 

 

(a) 
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(b) 

Figure 62. (a) Correlation vs. quality (b) PSNR vs. quality after JPEG compression attack 

 Effect of dithering: when applying the dithering attack to the watermarked image, with 

different values of quality enhancement (Qe); the result of attacked watermarked image is 

shown in Figure 63. 

 

Figure 63. Dithering attack of different Qe values on the watermarked image 
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The extracted watermark (Patient information) for HL3 with the correlation and PSNR values 

at different Qe are shown in Figure 64, Figure 65 respectively. 

Figure 64.  Extracted watermark (patient information) from HL3 after dithering attack 
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(a) 

 

 

 

 

 

 

 

(b) 

Figure 65. (a) Correlation vs. Qe and (b) PSNR vs. Qe after dithering attack 

5.5.4 Integrity Verification 

1) Without applying attacks 

We extracted the fragile watermark from the ROI region. Then integrity verification is done; 

if the original watermark and the extracted fragile watermark were equal then restoring the 

original LSBs into ROI. The similarity between the extracted watermark and the original 

watermark was computed using the correlation factor. In the following Figure 66(a) the 

original fragile watermark image is shown, and Figure 66(b) the extracted watermark image 

is shown along with the correlation value. 

 

(a) 

 

(b) 

Figure 66. (a) Original fragile watermark, (b) extracted watermark, correlation = 1.0000 
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2) With attacks 

We tested the effect of the attacks on the fragile watermark by assuming the Gaussian noise 

was added to the watermarked image in Figure 67 (a). 

 Effect of Gaussian noise: when adding the Gaussian noise to the watermarked image, 

we fixed the value of the variance to zero and changed the value of mean to 0.8; the result the 

extracted watermark image is shown in Figure 67 (b). 

 

 

(a) 

 

                        

(b) 

Figure 67. Gaussian attack on the fragile watermark image 

The correlation value between the original and the extracted watermark was 0.1849 

confirming that an attack is applied on the watermarked image. 
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Chapter 6 

Proposed Watermarking-Encryption based Secured Telemedicine 

Algorithm 

 

This chapter describes the proposed technique that is based on merging watermarking and 

encryption processes for a safe medical images transfer. Most of the existing medical image 

approaches related to this aspect uses a hash function to produce a digest of the image and embed 

it as watermark into the image. If the image is not tampered, the hash value at the receiver side 

must match the value embedded into the image. This algorithm is demonstrated to add a feature 

of tamper localization in addition to the tamper detection (hashing process). Briefly, in the 

proposed technique, the medical information is embedded and hidden in the cover image besides 

using some encryption processes to assure security and transferred over a public network. On the 

receiver side, the watermarked encrypted image is delivered and passed to the decryption and 

extraction processes respectively. Indeed, the proposed scheme is very sensitive. It can detect 

and localize even one bit of distortion in the image. The performance was evaluated by testing 

the imperceptibility by calculating the PSNR between the original image and the watermarked 

image. Also testing the robustness by applying different types of attacks and then calculated the 

correlation between the original and extracted watermarks. 

6.1 Watermarks Generation Module 

In the proposed algorithm, a combination of watermarking and encryption procedures is 

implemented where three watermarks are used so each one will be applied for a specific purpose.  
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6.1.1 Authentication Watermarks 

The scheme embeds different purpose watermarks, starting with the patient information 

watermark for the purpose of achieving authentication requirement since the confidentiality is 

achieved by the embedding process itself. Also, as in the chapter 5, this watermark is generated 

from the DICOM header and shown as a gray-scale image which consists of the basic application 

level confidentiality profile attributes that defined in the image header. So the size of this 

watermark depends on the image size and related to the existing patient records that are defined, 

not a fixed one. In our case, the size of the watermark is (50×60) pixels which is equal to 3000 

bits. Thus, this embedding is done in the DWT third layer of HL horizontal details 

decomposition of each block in the RONI. Figure 68 shows patient information watermark image 

related to one of the test medical image that we used in the algorithm. 

 

 

 

 

 

 

 

 

Figure 68. Image of the patient information watermark 
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6.1.2 Integrity Watermark 

This type of watermark aims to check the integrity and determine whether and where the image 

has been modified. In the proposed hybrid technique two robust integrity watermarks are used: 

1) Hash of ROI watermark: This watermark is generated from a hashing Whirlpool function 

that is applied to the ROI region for the purpose of tamper detection. The hash value of 

512 bits output resulted as a PN sequence of 0’s and 1’s is embedded in the DWT second 

layer of HL sub-band horizontal decomposition of each block in the RONI region. The 

size of the watermark is fixed and is equal to 512 bits which returned by the Whirlpool 

hash output for ROI. 

2) Cyclic redundancy check (CRC-16) watermark: an error detection code generated by a 

hash function that detects any change happened to the row of data and provides 

information where the image has been modified (tamper localization purpose). This 

watermark is generated by applying the CRC-16 function over the ROI area, where each 

ROI block has a computed CRC-16 output consisting of 16 bits, based on the remainder 

of a polynomial division of their pixels (Thaler and Pat, 2009). The result (CRC-16 

output) from each block acted as a CRC-16 watermark consists of 0’s and 1’s is 

embedded in the DWT first layer of HL sub-band horizontal decomposition of each 

block in the RONI region, till all the bits are inserted.  However, the size of the CRC-16 

is always fixed and equal to 16 bits, but how many CRCs is computed depends on the 

size of the selected region of interest blocks.  

To explain the CRC-16 procedure, take the generator polynomial 

G(x)=x^16+x^12+x^5+1. Such a message is [0100 0000 0000 0000 0101 0110] 

http://en.wikipedia.org/wiki/Polynomial_long_division
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(b0...b23).  Firstly, remainder register 'r' is initialized to 0. Then the message is shifted 

into the divider (b0 first). Operations are done in the order: a) XORs, b) left shift of r 

register and c) r3 and r10 update. Finally, the r register is appended to the message. 

6.2 Image Preprocessing 

Before embedding process, the original image was pre-processed by some other operations. The 

following concepts in this subsection are applied. 

The original image is divided into two regions: ROI that defined the important diagnosis region 

as a polygon shapes, and RONI that defined the rest of the image as shown in Figure 42 in 

chapter 5. The Figure illustrate that the selection of the ROI is done by a MATLAB roipoly tool 

to be formed with a small size. Then the ROI is separated from the RONI while dividing the 

plain image into blocks of equal size (16×16) and the blocks that enter the boarders of the ROI 

even with just one pixel, it will be considered as an ROI block. The remaining blocks will be 

considered as RONI blocks. Figure 43 in chapter 5 explains how the plain image is divided into 

blocks and determining ROI/RONI blocks. 

6.3 Watermarks Embedding/Extraction in RONI 

The watermarking algorithm consists of two procedures; watermark embedding and watermark 

extraction that applied to this algorithm in the RONI region only. The two procedures are 

described in the following subsections. It is noticed to mention that the encryption/decryption 

approach is applied into the two procedures. 
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6.3.1 The Embedding Procedure 

In general, the embedding operation is just done in the RONI, so the ROI is separated from the 

embedding area, but at the end they will be combined together to perform the watermarked 

image. Figure 69 shows the embedding procedure for RONI region, before moving into details. 

 

Figure 69. Embedding procedures for RONI 

After segmented the image by ROI and RONI, and dividing it into blocks of size 16×16 pixels, 

we take the RONI region and the 3-levels DWT are applied to each block. So each block of size 

16×16 has a corresponding block of size 8×8 in the first decomposition level, a block of 4×4 

coefficients in the second level, and a block of 2×2 in the third level. The Haar wavelet is 

selected as the mother wavelet for the image blocks decomposition. A block diagram shows the 

steps of embedding the multiple watermarks in a cover medical image as seen in Figure 70. 
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Figure 70. A block diagram of RONI embedding procedure 

The RONI blocks are prepared for the following embedding steps after the previous image 

processing steps. Based on the block diagram above: 

Step 1: for a 1-level DWT, decompose each RONI blocks into 4 sub-bands: LL1, HL1, LH1, and 

HH1. 

Step 2: for a 2-level DWT, apply DWT to the HL1 sub-band to get another 4 sub-bands (LL2, 

HL2, LH2, and HH2) and choose the sub-band (HL2). 

 Step 3: for 3-level DWT, we applied DWT to the HL2 sub-band to get 4 sub-bands (LL3, HL3, 

LH3, and HH3) and chose the sub-band (HL3).  

Step 4: the patient information watermark that will be embedded in HL3 is reformulated into 

sequence of ones and zeros in order to make it a binary matrix, 
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Step 5: the embedding algorithm is applied by; generating PN sequences to designate “1” and 

“0”. Then finding two highly uncorrelated PN sequence: pn_sequence_1 and pn_sequence_0. 

The size of both sequences will be the same as the size of the embedding block (in our case in 

the third level, it is equal to 2×2) in order to apply the matrix addition property.  

When the watermark bit = 0; then the addition is done between pn_sequence_0 matrix of size 

2×2 and the block of HL3 of size 2×2. The addition result will be a matrix of size 2×2 embedded 

in the block of HL3 with a gain factor K. 

When the watermark bit = 1; then the addition is done between pn_sequence_1 matrix of size 

2×2 and the block of HL3 of size 2×2. The addition result will be matrix of size 2×2 embedded 

in the block of HL3 with a gain factor K. 

This method will be applied until embedding all the patient information watermark bits. 

Step 6 :  apply the IDWT using the 4 sets DWT coefficients. Apply IDWT to the modified 

coefficients of level 3 (LL3, HL3, LH3, and HH3) to reconstruct the chosen sub-band of level 2 

(HL2).  

Step 7: the hash of ROI watermark is embedded in the HL2 by applying the same method for the 

patient information watermark that mentioned in step 5. But the size of both sequences in this 

case to be embedded in the second level, will be equal to 4×4, and so the result of matrix 

addition will be a matrix of size 4×4 too, embedded in the block of HL2 with a gain factor K. 

Repeat the embedding process with one bit each time of embedding, until the watermark bits are 

handled.  

Step 8 :  apply IDWT to the modified coefficients of level 2 (LL2, HL2, LH2, and HH2) to 

reconstruct the chosen sub-bands of level 1 (HL1).  
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Step 9: the CRCs of ROI blocks watermark is embedded in the HL1 by applying the same 

method for the patient information watermark that mentioned in step 5. But the size of both 

sequences in this case to be embedded in the first level, will be equal to 8×8, and so the result of 

matrix addition will be a matrix of size 8×8 too, embedded in the block of HL1 with a gain factor 

K. Repeat the embedding process with one bit each time of embedding, until the watermark bits 

are handled.  

Step 10: apply IDWT to the modified coefficients of level 1 to reconstruct the watermarked 

medical image (cover object). 

Step 11: combine the ROI and RONI regions, to reconstruct the watermarked medical image.  

In this algorithm, the medical image was of size 512×512. The size of each block is 16×16, so 

the image has 1024 blocks. After applying 1-level DWT, the resulted four sub-bands were each 

of size 8×8. When we applied DWT to one of these sub-bands; the resulted four sub-bands were 

each of size 4×4. At last we applied DWT to level 3 to one of the sub-bands; and the resulted 

four sub-bands were each of size 2×2. For 1 bit each time of embedding, the chosen sub-band of 

level 1, resulted in 256×256 maximum message size that can be embedded, and the chosen sub-

band of level 2 resulted in 128×128 maximum message (ROI watermark) size that can be 

embedded to HL2 and finally a 64×64 maximum message (patient information) size that can be 

embedded to HL3. 

According to the hash of ROI watermark where the size of hash output value is 512 bits, and by 

the embedding process which is done in HL2, the maximum message size for this sub-band will 

be able to handle the watermark. 
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Related to the CRC watermark, the size of check value is 16 bits/ROI block, and by the 

embedding process which is done in the HL1, the maximum size for this sub-band will be able to 

handle the watermark with a condition of ROI selection region that must not exceeds the size of 

embedding in the first level. 

6.3.2 The Extraction Procedure 

In general, the extraction process is done for the RONI as shown in Figure 71.  

 

 

 

 

 

 

 

 

Figure 71. The extraction procedures for RONI 

A block diagram below is shown the steps of extracting the watermarks from watermarked image 

in the RONI in Figure 72. 
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Figure 72. A block diagram of RONI extraction procedure 

The extraction steps based on the block diagram above are: 

Step 1: Separate ROI region from the watermarked image, in order to apply the procedure on the 

RONI only. 

Step 2: divide the watermarked image into blocks of size 16×16. 

Step 3: apply DWT to the watermarked image 3 times and determine the 4 sub-bands: LL, HL, 

LH, and HH for level 1, 2 and level 3 respectively, where HL3 sub-band contains the patient 

information watermark that has to be extracted, HL2 sub-band contains the hash of ROI 

watermark. And HL1 sub-band contains the CRC-16 watermark. 

Step 4: when recovering the watermarks, the same pseudo-random noise generator algorithm is 

defined its correlation with the noise pattern and seeded with the same key. Throughout 

detection, the pattern with the higher resulting correlation is used. The recovery procedure is 

repeated through the entire PN sequence till recovering all the bits of the watermark. 



129 

 

Step 5: An integrity check is done twice, as a last step to assure and detect if any tamper has been 

done on the ROI region. The first check is to compare between the extracted hash value and the 

hash value of the ROI in the extracted image. That is proved if the image is authentic or not.  

Step 6: Another check in order to achieve the tamper localization purpose, is done by comparing 

every CRC-16 watermark extracted (which represents a CRC output for every block of ROI) 

with the CRC-16 output for the ROI blocks in the extracted image. The comparing is 

accomplished when it passed over each ROI blocks. So this check allowed the receiver to 

determine if there is a tamper happened on the ROI and localized exactly where the different bits 

are.  

6.4 Performance Evaluation of the Algorithm 

The algorithm was tested on different medical images (MRI and X-ray) of different sizes using 

MATLAB 7.6.  The performance of this algorithm was evaluated by studying the visibility of the 

watermarked image and the robustness of this algorithm to different kinds of attacks. In this 

section we will deal with many types of attacks. 

6.4.1 Setup of the MATLAB-based Simulation Experiments 

Several simulation experiments are done in order to test and evaluate the effectiveness of the 

proposed hybrid algorithm. The main performance evaluation metrics are: imperceptibility, 

authentication, and integrity verification. Imperceptibility is measured by the PSNR between the 

original image and the watermarked image and it is observed later, that the high PSNR values 

obtained represent the better quality image of the proposed technique.  
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The performance in terms of robustness of the watermark without applying attacks was evaluated 

through measuring the correlation between the extracted watermark and the original to determine 

how closely the original resembles the extracted watermark. The patient information watermark 

were extracted from the RONI and subsequently compared with the originally embedded one; 

showing the percentage of similarity in the extracted watermark confirming on the authentication 

metric. Besides the integrity verification focused on two watermarks. For the hash watermark to 

find the similarity between the extracted watermark and the computed hash of ROI in the 

extracted image. In addition, the CRC watermark to find the similarity between the extracted 

watermark and the computed CRC for the ROI in the extracted image. 

Furthermore, a test is done to show whether a watermark can survive against different 

modifications to the image it is embedded in, such as cropping, white Gaussian noise, JPEG 

compression, and dithering attacks of the watermarked images.  

Also, the StirMark benchmark 4.0 is used for testing the proposed algorithm where StirMark 

system carries out a series of attacks on the watermarked image. Then it is tried to extract 

watermarks from the obtained attacked watermarked image. 

6.4.2 Imperceptibility Results 

The visibility of this algorithm was tested by calculating the PSNR between the original image 

and the watermarked image. By taking the same image applied in chapter 5 (RT ankle) medical 

image as an original image shown in Figure 73(a), and embedding all the watermarks to get the 

watermarked image as shown in Figure 73(b), the PSNR value was calculated as shown below. 

Note that in Figure 73(b) a series of images shown the ROI/RONI selection and separation 

before getting the final image: watermarked image. 
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(a) 

   

 

(b) 

Figure 73. (a) The original image, (b) the watermarked image, PSNR value = 98.1093 db 
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As shown from the experimental result that we did above, embedding the watermarks in HL sub-

bands has shown high PSNR value and high imperceptibility as well. The sub-bands didn’t affect 

the visibility of the image. 

6.4.3 Authentication Results 

1) Without applying attacks 

We studied the robustness of the extracted patient information watermark from the sub-band 

HL3 in RONI. Then the similarity between the extracted watermark and the original 

watermark was computed using the correlation factor. In the following Figure 74(a) the 

original patient information watermark image is shown, and Figure 74(b) the extracted 

watermark image is shown along with the correlation value. 

 

  

(a)                                                                          (b) 

Figure 74. (a) Original watermark, (b) extracted watermark, correlation = 0.9784 
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2) With attacks 

 Effect of cropping attack: we cropped the watermarked image by different block sizes. 

The cropped block is done on the four corners: up left, up right, down left, and down right.  

The attacked watermarked image at different values of block size is shown in Figure 75. 

 

Figure 75. Watermarked image after cropping attack 

The extracted watermarks (Patient information) for HL3, the correlation, and PSNR at 

different values of bock size are shown in Figure 76, Figure 77 respectively. 
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          Figure 76. Extracted watermark (patient information) after cropping attack 

 

 

(a) 
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                                                                   (b) 

Figure 77. (a) Correlation vs. block size and (b) PSNR vs. block size after cropping attack 

 Effect of Gaussian noise: when adding the Gaussian Noise to the watermarked image, 

we fixed the value of the variance to zero (as default) and changed the value of mean from 0 

to 1 of a 0.2 scale; the results the attacked watermarked images are shown in Figure 78. 

 

 

 

 

 

 

 

 

 

      Figure 78. Gaussian attack of different mean values on the watermarked image 
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The extracted watermark (Patient information) for HL3, correlation, and the PSNR at 

different values of the mean are shown in Figure 79, Figure 80 respectively. 

 

Figure 79.  Extracted watermark (patient information) from HL3 after Gaussian attack 
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(b) 

Figure 80. (a) Correlation vs. mean and (b) PSNR vs. mean after Gaussian attack 

 Effect of JPEG compression: when applying the JPEG compression to the 

watermarked image as shown in Figure 81. 

Figure 81. Compression attack of different quality values on the watermarked image 
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The extracted watermark (Patient information) for HL3 in addition to the correlation and 

PSNR results at different values quality are shown in Figure 82, Figure 83 respectively. 

Figure 82.  Extracted watermark (patient information) from HL3 after compression attack 

 

 

 

 

 

 

 

 

 

(a) 
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                                                                (b) 

Figure 83. (a) Correlation vs. quality (b) PSNR vs. quality after compression attack 

 Effect of dithering: when applying the dithering attack to the watermarked image as 

shown in Figure 84. 

 

Figure 84. Dithering attack of different Qe values on the watermarked image 
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The extracted watermark (Patient information) for HL3 in addition to the correlation and 

PSNR values at different Qe values are shown in Figure 85, Figure 86 respectively 

  Figure 85.  Extracted watermark (patient information) from HL3 after dithering attack 

 

 

 

 

 

 

 

 

 

                                                                (a) 
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                                                               (b) 

Figure 86. (a) Correlation vs. Qe (b) PSNR vs. Qe after dithering attack 

6.4.4 Integrity Verification 

1) Without applying attacks 

For the hash watermark: we extracted the hash watermark from the RONI region. Then 

compute the hash of the received ROI in order to make an integrity verification check; if they 

were equal. Otherwise, the similarity percentage between the extracted and computed hash 

values will be calculated. About our result, as shown in Figure 87, a portion of the computed 

hash and the extracted hash values are presented. Thus, they are not similar, the percentage 

was 55.5625%. 

Figure 87. Computed and extracted hash comparison 
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For CRC watermark: after the unsimilarity percentage that is resulted between the hash 

values, we extracted the CRC watermark from the RONI. Then computed the CRC for each 

block of the received ROI in order to make an integrity verification check. This checking 

determines where the tamper localizes exactly at the bit location. About our result, in Figure 

88 a portion of corresponding locations of our CRC values is compared with each other to 

clarify where the exact tamper happened. 

 

 

 

 

 

 

        

(a) 

 

                                               

 

 

 

 

 

                                        (b) 

Figure 88. Comparison of CRC values; (a) extracted one, (b) computed one 
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2) With attacks 

 Effect of cropping noise: we tested the effect of applying a cropping noise attack on the 

watermarked image with cropped block of size 8, and notice the extracted hash watermark 

from RONI and the computed hash watermark of received ROI, the similarity percentage was 

49.6500%. 

 Effect of Gaussian noise: we tested the effect of applying a Gaussian noise attack on the 

watermarked image, and notice the extracted hash watermark from RONI and the computed 

hash watermark of received ROI, the similarity percentage was 20.1890%. 
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Chapter 7 

Discussion and Conclusions 

 

This thesis has demonstrated that applying encryption and/or watermarking can provide a secure 

telemedicine application for medical images. Three schemes have been investigated on DICOM 

standard images that extended the current technologies and developed them in such a way to 

achieve the three secure transfer requirements. They overcome the security problems associated 

with the previous algorithms in the literature review. The contributions of this thesis are 

highlighted for each proposed scheme. The results have shown successful confidentiality, 

integrity, and authentication of medical images with respect to the three proposed techniques. 

From the results and evaluation, it can be concluded that this research has met the objectives 

outlined in chapter 1. 

7.1 Attributes of the Proposed Algorithms 

The main conclusions derived from the work implemented in this thesis can be summarized as 

follow: 

 The encryption-based algorithms achieved the secured telemedicine requirements for the 

header level and the image level.  

 The watermarking-based algorithm provided the security requirements, and robustness 

against counterfeiting attacks. 

 The hybrid algorithm has met the three requirements too, and a feature of accurate tamper 

localization. 
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7.2 Limitations of the Proposed Algorithms 

It is worthwhile to mention limitations of the proposed schemes that must be taken into 

considerations. 

 For the watermarking scheme and the hybrid scheme, both algorithms are only applicable 

to images with ROI/RONI separation. Besides that, they are not allowable to change any 

bits in the ROI and this implies that any legitimate image processing changes the spatial 

value of the image will result in the image being considered as tampered. 

 About the encryption schemes, they have a limitation because of their long execution 

time they needed for the encryption and decryption operations compared to the 

watermarking or the hybrid schemes that not exceed 1 minute for each of them. 

7.3 Future Research 

Based on the findings of this work, the schemes could open up a number of possibilities for the 

future work and expanded by: 

 Improvement on security and the quality of recovery bits by applying different error 

correction (such as: Hamming codes, turbo codes, Reed Solomon ECC code, and trellis 

codes). This can be represented as a watermark.  

 To apply reversible watermarking techniques. 

 A lossless compression technique could be used to compressed the image and implement 

as a watermark that can be restored if the image was detected as tampered. 

 Apply the schemes on other image modalities such as computed tomography (CT), 

positron emission tomography (PET), nuclear medicine (NM). 

 New encryption-based algorithm with reduced run time. 
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 Ωراسة في طرϕ التشϔير والدمغ الرقمي لتراسل طبي امّن
 

 
Ωاعدا 

 نور حسين حاج عبدالله
 

 

 المشرف
ث عبϨدϩالدكتور غي  

 

 المشرف المشارك
لحاجالدكتور علي ا  

 

 

 ملΨص

 
 
 Δكέمشا ϥϭΩ قلΘل مسϜل بشϤتع ϥن أϜϤلا يϭ ΔيΒτال ΕياناΒال ϝΩاΒΘل Δفي حاج Δحيμال Δعايήال ΕسساΆم

Βτال ΕماϮϠعϤال.ΕياΪحΘال ϩάϬل ϝϮϠح ήفيϮا هاما في تέϭΩ عبϠي يΒτاسل الήΘال .Δي  ϥϮϜي ϥب أΠن يϜلϭ
تήاسلا آمϨا بحيث لا يسϤح لأϱ تعΪيلاΕ عϰϠ الϤعϮϠماΕ الΒτيΔ أثϨاء عϠϤيΔ الϨقل عήΒ الشϭ .ΔϜΒأϱ تΒτيق 

اΕ هϮ الشΨص الϝϮΨϤ لϩάϬ العϠϤيΔ يΠب أϥ يحقق الΒϠτΘϤاΕ الΘاليΔ: الΘأكΪ من أϥ الشΨص الϱά تسϠم الΒيان
ϭ  ، الΘأكΪ من أϥ الΒياناΕ الϤسΔϤϠΘ لم يήτأ عϠيϬا أϱ تعΪيل أϭ تغييϭϭ ήصϠت كϤا أέسϠت من الήϤسل ، بάلك

 ضϤاϥ أϥ الϤعϮϠماΕ الΒτيΔ تعΩϮ ·لϰ الήϤيض الϤعϨي ϭصاΓέΩ من الέΪμϤ الμحيح.
 
الήΘاسل الΒτي الآمن الϤعΪϤΘ عϰϠ الΒτΘيقاΕ الحاليΔ في مΠاϝ الήΘاسل الΒτي الآمن تϨμف ·لϰ قسϤين:  

الΘشفيϭ ήالήΘاسل الΒτي الآمن الϤعΪϤΘ عϰϠ الΪمغ الήقϤي. لϜن الΘقϨياΕ الϤعΓΪϤΘ عϰϠ الΘشفيή لا تحقق 
تϤπين معϮϠماΕ الήϤضΩ ϰاخل الΓέϮμ الΒτيΔ أما الΘقϨياΕ الϤعΓΪϤΘ عϰϠ الΪمغ الήقϤي لا تحقق مϠτΘب 

 ϝϮΨ باسΘلاϡ الΓέϮμ الΒτيΔ لأϥ الΓέϮμ نفسϬا غيή مΨفيΔ.السήيΔ بحيث لا يήاها الشΨص الغيή م
 
 Δحϭήρالأ ϩάا ، في ه ΕاΒϠτΘϤال ΔيΒϠΘل ΕياϨقΘاع من الϮأن Δثلاث άفيϨتم ت ΔΒسϨي آمن. بالΒρ اسلήΘل Δيέϭήπل

ήشفيΘال ϝاΠϤل ،  ΔيμΨالشϭ ΔيΒτال ΕماϮϠعϤالϭ ΔيΒτال ΓέϮμال ήتشفي νήلغ ϥاΘميίέاϮخ ΡاήΘتم اق
Ϭب ΔϠμΘϤال νήلغ ΔميίέاϮحت خήΘي اقϤقήمغ الΪال ϝاΠها. في مήكΫ السابق ΕاΒϠτΘϤا في تحقيق الΘحΠنϭ ا

·خفاء الΒياناΕ الΒτيϭ Δحققت أيπا الΒϠτΘϤاΕ السابقϭ .ΔثΔϤ تقϨيΔ ثالثϭ Δهي تقϨيΔ الΠϬين الΘي تϤΠع بين 
 قل.لΰياΓΩ الأماϥ في عϠϤيΔ الϨ ، الΘشفيϭ ήالΪمغ الήقϤي ، الΘقϨيΘين السابقΘين

 
تم تϨفيά الΘقϨياΕ الϤقήΘحϭ ΔمقاέنϬΘا مع خϮاίέمياΕ سابقΔ من ناحيΔ تحقيقϬم لΒϠτΘϤϠاΕ الثلاثΔ. تم عϤل  

 ΔلϮقϨϤال ΓέϮμفي ال ήتغيي ϭيل أΪتع ϱلأ νήعΘال ΔيϠϤع ϱήتح ϰϠع ΔميίέاϮΨال ΓέΪق بقϠعΘفي ما ي Εناέمقا
 قياϭ αقت الϨΘفيϭ άقياα جΓΩϮ الΓέϮμ الΒτيΔ.ثم تقييم كل خϮاίέميΔ بϤقاييس تقييم الأΩاء ϭنάكή مϬϨا: 
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أΕήϬυ الΘϨائج أϥ الΘقϨياΕ الثلاثΔ الϤقήΘحϭ ΔمافيϬا من خϮاίέمياΕ قΪ حققت مΒϠτΘاΕ الϨقل الΒτي الآمن  
 ϯϮΘمس ϰϠع ΕاΒϠτΘϤتحقيق ال ϰϠا عϬϠϤبع ήشفيΘال ϰϠع ΓΪΘعϤي الΒτقل الϨال ΔيϨتق ΕΰيϤت Ϊلقϭ اϬيعϤج

لϭ ΓέϮμعϰϠ مسϯϮΘ الΓέϮμ نفسϬا. أما بالϨسΔΒ لϮقت الϨΘفيά فقΪ تفϮقت الΘقϨيΔ الϤعϮϠماΕ الήϤتΔτΒ با
مقاέنΔ بالϮΨاίέمياΕ الأخϭ .ϯήمن ناحيΔ الΘحϱή عن الΘعΪيل أϭ الΘغييή في الϤعΓΪϤΘ عϰϠ الΪمغ الήقϤي 

ΓέϮμين ، الΘيقήτين بين الΠϬال ΔيϨتق ϥلا أ· ΔاصيΨال ϩάتحقيق ه ϰϠت عϠϤع ΕمياίέاϮΨيع الϤكانت  ج
عن مϜاϥ الΘغييή الϱά حΙΪ عϰϠ الΓέϮμ بΪقϭ .ΔعϰϠ الϨقيض من تϮقعاتϨا الϤفΔϠπ لقέΪتϬا عϰϠ الϜشف 

أΕήϬυ الΘϨائج أϥ الϮΨاίέمياΕ الϤعΓΪϤΘ عϰϠ الΘشفيή حاصΔϠ عϰϠ أفπل القياساϭ ΕأΩقϬا ϭلϬا من 
 غ الήقϤي.الϮμΨصيΔ ما يشابه تقϨيΔ الΠϬين ϭلϜن أفπل من الΘقϨيΔ الϤعΓΪϤΘ عϰϠ الΪم
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