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1  Introduction 

Feature selection is typically a search problem for finding an optimal or 

suboptimal subset of m features out of original M features. Feature selection is 

important in many pattern recognition problems for excluding irrelevant and 

redundant features. It allows reducing system complexity and processing time and 

often improves the recognition accuracy [‎1]. For large number of features, 

exhaustive search for best subset out of 2
M

 possible subsets is infeasible. 

Therefore, many feature subset selection algorithms have been proposed. 

These algorithms can generally be classified as wrapper or filter algorithms 

according to the criterion function used in searching for good features. In a 

wrapper algorithm, the performance of the classifier is used to evaluate the feature 

subsets. In a filter algorithm, some feature evaluation function is used rather than 

optimizing‎the‎classifier’s‎performance.‎Many‎feature‎evaluation‎functions‎have‎

been used particularly functions that measure distance, information, dependency, 

and consistency [‎2]. Wrapper methods are usually slower than filter methods but 

offer better performance. 

The simplest feature selection methods select best individual features. A feature 

evaluation function is used to rank individual features, then the highest ranked m 

features are selected. Although these methods can exclude irrelevant features, they 

often‎include‎redundant‎features.‎“The‎m best features are not the best m 

features” [‎3]. 

Many sequential and random search algorithms have been used in feature subset 

selection [‎4]. The sequential search methods are variations of sequential forward 

selection, sequential backward elimination, and bidirectional selection. These 

algorithms are simple to implement and fast; they have time complexity of 

)( 2MO or‎less.‎However,‎as‎they‎don’t‎perform‎complete‎search,‎they‎may‎miss‎

the optimal feature subset. 

One sequential forward selection algorithm is the fast correlation-based filter 

(FCBF) [‎5]. This algorithm performs relevance and redundancy analyses using 
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symmetric uncertainty. FCBF creates the feature subset by sequentially adding 

features in decreasing relevance order while excluding redundant features. The 

redundancy analysis excludes redundant features whenever a new feature is added 

to the subset based on one-to-one comparison between the added feature and the 

remaining features. 

The minimal-redundancy-maximal-relevance (mRMR) algorithm is another 

sequential forward selection algorithm [‎3].  It uses mutual information to analyze 

relevance and redundancy. However, mRMR grows the selected subset by adding 

the feature that has the maximum difference between its relevance measure and its 

aggregate redundancy measure with the already selected features. 

Genetic algorithms are random search algorithms and often offer efficient 

solutions to general NP-complete problems. They can explore large, nonlinear 

search space by performing simultaneous search in many regions. A population of 

solutions is evaluated using some fitness function. In feature selection, this fitness 

function‎usually‎calls‎the‎classifier‎to‎evaluate‎the‎population’s‎individuals‎

(feature‎subsets);‎constituting‎a‎wrapper‎algorithm.‎The‎individuals’‎fitness‎is‎then‎

used to select individuals for breeding and producing the next generation. Multi-

objective genetic algorithms (MOGA) have been successfully used in feature 

selection [‎6]. MOGA have the advantage of generating a set of alternative 

solutions. In feature selection, they are typically used to optimize the classifier 

error rate and the number of features. Thus, a set of solutions of feature subsets of 

varying sizes is found.  

In this paper, we concentrate on improving the feature extraction stage by 

selecting efficient subset of features. Figure 1 summarizes the methodology used 

in this paper. We extract 96 features from a database of handwritten Arabic letter 

forms. These features are often used in Arabic character recognition [‎8]. We use 

five feature selection techniques to select and recommend good features for 

recognizing handwritten Arabic letters. We analyze the recognition accuracy as a 

function of the feature subset size using three popular classifiers. 

 

Fig. 1  Methodology of Feature Extraction, Selection, and Evaluation 
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This paper is organized in six sections. Section 2 overviews the related work. 

Section 3 describes the five feature selection techniques. Section 4 describes three 

classifiers used to evaluate feature subsets. Section 5 analyzes the classification 

accuracy as a function of the feature subset size. 

2  Related works 

There are many good papers on feature selection [‎1, ‎2, ‎3, ‎4, ‎5, ‎12, ‎13]. Recent 

problems in feature selection include feature selection for ensembles of classifiers 

and building efficient classifiers using weak features [‎14, ‎15, ‎16]. Additionally, 

there are some papers specialized in feature selection for handwritten script 

recognition [‎6, ‎14, ‎17].  

Many researchers have used genetic algorithms for feature selection [‎18, ‎19]. 

After Emmanouilidis et al. have suggested using multi-objective genetic 

algorithms for feature selection [‎20], several researchers started to use MOGA in 

feature selection. Oliveira et al. used MOGA feature selection for recognition of 

handwritten digit strings [‎6]. Morita et al. used MOGA in unsupervised feature 

selection for handwritten words recognition [‎17]. And Oliveira et al. used MOGA 

for selecting features for ensembles of classifiers [‎15]. We are unaware of any 

work that uses MOGA, FCBF, or mRMR for feature selection in handwritten 

Arabic letter recognition. 

Feature selection has been addressed by several researchers working on building 

solutions for recognizing printed and handwritten Arabic text as early as Nough et 

al.’s‎work‎in‎the‎1980s‎[‎21]. More recently, Khedher et al. optimized feature 

selection for recognizing handwritten Arabic characters and gave higher weights 

for better features [‎22]. Pechwitz et al.  made a comparison between two feature 

sets of handwritten Arabic words: pixel features extracted using a sliding window 

with three columns and skeleton direction features extracted in five zones using 

overlapping frames [‎23]. El Abed and Margner made a comparison among three 

feature extraction methods: sliding window with pixel feature, skeleton direction-

based features, and sliding window with local features [‎24]. Abandah et al. used 

mRMR to select four sets of features for four classifiers each specialized in 

recognizing letters of the four letter forms [‎25]. 

There are many used feature extraction methods for offline recognition of 

characters.‎These‎methods‎are‎extracted‎from‎the‎character’s‎binary‎image,‎
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boundary, or skeleton [‎26, ‎27]. Amin et al. extracted from the skeleton of thinned 

printed Arabic characters feature points, loops, lines, and curves [‎28]. Kavianifar 

and Amin used features extracted from the boundary to recognize multi-font 

printed Arabic scripts [‎29]. El-Hajj et al. used baseline dependent features such as 

distributions and concavities for recognizing handwritten Arabic words [‎30]. The 

feature extraction methods used in this research are used in other Arabic character 

recognition systems such as [‎24, ‎30, ‎31, ‎32]. 

Good progress has been made in recognizing handwritten Arabic script. Sari et al. 

use morphological features of the Arabic letters such as turning points, holes, 

ascenders, descenders, and dots for segmentation and recognition [‎33].  Menasri et 

al. identified letter body alphabet for handwritten Arabic letters; they classified 

Arabic letters into root shapes and optional tails. Multiple Arabic letters that only 

differ in the existence and number of dots are mapped to the same root shape. This 

alphabet also includes common vertical ligatures of joined letters [‎34]. AlKhateeb 

et al. use DCT features and neural network classifier. They discard 80% of the 

DCT coefficients without sacrificing the recognition accuracy [‎35]. 

3  Feature selection 

This section describes the feature subset selection techniques used in this paper. 

These techniques include two best individual features methods: scatter criterion 

and the symmetric uncertainty, two heuristic search methods: FCBF and mRMR, 

and one random search method using MOGA. 

Feature subset selection is applied on a set of feature values ijkx ; Ni ,,2,1  ; 

Cj ,,2,1  ; and Mk ,,2,1  , where ijkx
 
is the ith sample of the jth letter 

form (class) of the kth feature. Therefore, the average of the kth feature for letter 

form j  is 





N

i

ijkjk x
N

x
1

1
. (1) 

And the overall average of the kth feature is  
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3.1  Scatter criterion (J) 

One approach to select features is to select the features that have highest values of 

the scatter criterion kJ , which is a ratio of the mixture scatter to the within-class 

scatter [‎36, ‎‎37,  ‎38, ‎39]. The within-class scatter of the kth feature is 





C

j

jkjkw SPS
1

, , (3) 

where Sjk is the variance of class j , and Pj is the priori probability of this class 

and found by: 
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The between-class scatter is the variance of the class centers with respect to the 

global center and is found by 



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And the mixture scatter is the sum of the within and between-class scatters, and 

equals the variance of all values with respect to the global center. 
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The scatter criterion Jk of the kth feature is 

kw

km

k
S

S
J

,

,
 . (7) 

Higher value of this ratio indicates that the feature has high ability in separating 

the various classes into distinct clusters. 

3.2  Symmetric uncertainty (SU) 

Another approach to select features is to select the features that have highest 

symmetric uncertainty (SU) values between the feature and the target classes [‎1, ‎3, 

‎39]. To find this indicator, we first normalize the feature values for zero mean and 

unit variance by 
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Then the normalized values of continuous features are discretized into L finite 

levels to facilitate finding probabilities. The corresponding discrete values are 

ijkx~ . The mutual information of the kth feature is 
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where )( jP   is the prior probability of class j , )~( lkxP  is the distribution of the 

kth feature, and ),~( jlkxP   is the joint probability. This indicator measures how 

much the distribution of the feature values and target classes differ from statistical 

independence. This is a nonlinear estimation of correlation between the feature 

values and target classes. The symmetric uncertainty (SU) is derived from the 

mutual information by normalizing it to the entropies of the feature values and 

target classes. 















)()(

),(
2),(

ωx

ωx
ωx

HH

I
SU

k

k
k , (10) 

where the entropy of variable X is found by )(log)()( 2 i

i

i xPxPXH  . 

3.3  Fast correlation-based filter (FCBF) 

The fast correlation-based filter (FCBF) algorithm aims to select a subset of 

relevant features and exclude redundant features. FCBF uses the symmetric 

uncertainty ),( ωxkSU to estimate the relevance of feature k to the target classes. It 

also uses the symmetric uncertainty between two features k and o ),( okSU xx to 

approximate the redundancy between the two features. This algorithm grows a 

subset of predominant features by adding the relevant features to the empty set in 

descending ),( ωxkSU order. Whenever feature k is added, FCBF excludes from 

consideration for addition to the subset all remaining redundant features o that 

have ),(),( ωxxx ook SUSU  . In other words, it excludes all features that their 

respective correlation with already selected features is larger than or equals their 

correlation with the target classes. 
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3.4  Minimal-redundancy-maximal-relevance (mRMR) 

Similar to FCBF, the minimal-redundancy-maximal-relevance (mRMR) algorithm 

is another forward selection search algorithm for feature selection [‎‎3]. mRMR 

uses the mutual information to select best m features that have minimal 

redundancy and maximal relevance criterion. 

For the complete set of features X, the subset S of m features that has the maximal 

relevance criterion is the subset that satisfies the maximal mean value of all 

mutual information values between individual features ix  and class ω . 
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The subset S of m features that has the minimal redundancy criterion is the subset 

that satisfies the minimal mean value of all mutual information values between all 

pairs of features ix  and jx . 
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In the mRMR algorithm, the subset S of m best features is grown iteratively using 

forward search algorithm. The following criterion is used to add the jx  feature to 

the previous subset of 1m  features: 
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3.5  Non-dominated sorting genetic algorithm (NSGA) 

The non-dominated sorting genetic algorithm (NSGA) is an efficient algorithm 

for multi-objective evolutionary optimization [‎40, ‎41]. We use NSGA to search 

for optimal set of solutions with two objectives: 

i. Minimize the number of features used in classification. 

ii. Minimize the classification error. 

This algorithm searches for a set of optimal solutions on a front called the Pareto-

optimal front. Figure 2 shows an example Pareto-optimal front and a population 

of solutions found in optimizing the number of features and the classification 

error. This front is the set of non-dominated solutions among this population. A 
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non-dominated solution is one that does not have any other solution that 

dominates it. Solution )1(S dominates Solution )2(S when no objective value of 

)2(S  is less than )1(S  and at least one value of )2(S  is strictly greater than )1(S . In 

this two-objective case, a non-dominated solution of m features is the solution that 

has the smallest classification error among all solutions that have m features. 

 

Fig. 2  Example Pareto-Optimal Front and Population Examined by NSGA 

 

Similar to other genetic algorithms, NSGA evolves a random population of 

solutions from one generation to the next. In every generation, the fitness of every 

individual solution is evaluated and the best individuals are selected to breed the 

next generation. In search of better individuals, crossover and mutation are used 

when generating a new generation. The NSGA differs from other genetic 

algorithms in how best individuals are selected. The selection method ranks 

individuals after evaluating their objective values based on non-domination 

criterion. A front of non-dominated individuals is identified and assigned a 

dummy large fitness value. This fitness value is degraded for clustered individuals 

to maintain diversity in the population. The non-dominated front is removed and 

successive fronts are identified and given dummy fitness values smaller than the 

smallest value in the previous front until the entire population is identified and 

ranked. Thus the multiple objective values are reduced to this dummy fitness 

which is used to select best individuals for breeding to find the Pareto-optimal 

front. 
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4  Classifiers 

To ensure that our results are not restricted to a specific classifier, we use three 

widely-used classifiers: k-nearest neighbor (k-NN), linear discriminant analysis 

(LDA), and support vector machine (SVM) [‎39]. These classifiers are often used 

in evaluating various feature sets [‎3, ‎13]. Therefore, we expect that the selected 

features give good accuracy on various types of classifiers. These classifiers are 

usually trained using n training samples. Each training sample nii ,,2,1; x , is 

a vector of m feature values of a known class. Given a testing sample jx  of an 

unknown class, the classifier finds the class of this sample. These three classifiers 

are described below. 

 

k-Nearest Neighbor (k-NN): This classical classifier classifies jx  by assigning it 

the class most frequently represented among the k nearest training samples [‎53]. 

Neighborhood is found based on a distance metric, e.g., Euclidian distance and 

city blocks distance. 

 

Linear Discriminant Analysis (LDA): The LDA classifier is one of the earliest 

classifiers [‎54]. It learns a linear classification boundary for the training samples 

space. It can be used for both 2-class and multiclass problems. LDA fits a 

multivariate normal density to each class, with a pooled estimate of covariance. 

 

Support Vector Machine (SVM): SVM is a newer classifier that uses kernels to 

construct linear classification boundaries in higher dimensional spaces [‎55]. SVM 

selects a small number of critical boundary samples from each class and builds a 

linear discriminant function. 

5  Classification accuracy 

To find how many features are needed to achieve good character recognition 

accuracy, we find the classification error as a function of the number of features 

used. In each experiment, we used best m features as selected by the five feature 

selection methods; for m =‎4,‎5,‎…,‎96.‎The‎results‎are‎shown‎in‎Fig.‎7.‎For‎every‎

feature selection method, we evaluated the best m features using the 10-fold cross 

validation method on the k-NN, LDA, and SVM classifiers. The feature subsets 
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used in the three NSGA curves come from respective optimizing experiments 

with NSGA/k-NN, NSGA/LDA, and NSGA/SVM. Note that the curves of the 

FCBF method stop at 79m  because this method excludes features as discussed 

earlier. 

For the three classifiers, the classification error decreases fast as the number of 

features‎increases‎from‎4‎to‎about‎20‎features.‎The‎LDA’s‎classification error 

keeps decreasing slowly with more features. However, the k-NN’s‎classification‎

error increases when the number of features increases after reaching a minimum 

value in the region ]26,13[m depending on the feature selection method used. 

SVM’s‎classification‎error‎also‎increases‎with‎large‎m values, but stays with low 

values in a larger m region. For small m values, best classification accuracy is 

achieved‎by‎the‎SVM‎classifier.‎However,‎as‎SVM’s‎classification‎error‎increases‎

with large m values, the best accuracy is achieved by the LDA classifier for large 

m values. 

  

  

 

 

Fig. 7  Classification Error of the Feature Subsets Selected by the Five Feature Selection Methods 

on the Three Classifiers 
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The SVM classifier achieves best classification accuracy for 20 features. And best 

SVM‎classifier’s‎results‎are‎achieved‎using‎features‎selected‎by‎the‎NSGA/SVM‎

method. Figure 8 gives clearer comparisons among the five feature selection 

methods on the three classifiers. This figure shows best results achieved for every 

feature selection method/classifier combination for 20m features. The 

NSGA/SVM and SVM combination achieves the lowest classification error of 9% 

at 18m  features. 

In general, best results are achieved with the features selected by the NSGA 

method followed by mRMR method. The FCBF and scatter criterion methods 

give unreliable results compared with the other three methods. The FCBF method 

selects features that give the worst classification error (23% with the LDA 

classifier). The scatter criterion method selects features that give the worst 

classification error when using the k-NN and SVM classifiers. Also note that the 

SVM classifier has best classification accuracy and the k-NN classifier has the 

worst. 

 

Fig. 8  Classification Error Using 20 Best Features Selected by the Five Selection Methods on the 

Three Classifiers 
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